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Multi-turn Energy Recovery Linacs (ERLs) powered by Superconducting Ra-

dio Frequency (SRF) cavities enable the production of continuous bright high-

current beams while being very efficient. The low energy consumption can be

attributed to diminishing refrigeration costs from increasingly advanced SRF

materials and the efficient use of rf power in maintaining the accelerating gra-

dient. Operating the main linac cavities of SRF ERLs with large QL reduces av-

erage rf power consumption but increases its sensitivity to resonance detuning.

We discuss passive measures as well as develop a novel Active Noise Control

algorithm to reduce microphonics detuning and ensure stable field. This dis-

sertation describes the complete rf commissioning process of a SRF main linac

in detail including the use of automation in various steps. These techniques

were utilized in the Cornell BNL ERL Test Accelerator (CBETA), the first multi-

turn SRF ERL, which achieved an energy recovery efficiency of 99.4 % during

high-current operations in the single turn mode. We further analyze the effect

of transient beam loading using a novel linear model which predicts the exis-

tence of reactive beam loading arising from relativistic effects in the presence

of low energy beam. Finally, we discuss a novel thermometry system to image

local heating and thermal runaway on the surface of SRF cavities, thus aiding

the development of more efficient SRF materials for future ERLs.
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CHAPTER 1

INTRODUCTION

Radio Frequency (rf) acceleration has been the primary method of accelerating

charged particles ever since it was first introduced by Rolf Widerøe in 1928. In

this method, particles are introduced into an oscillating electric field sustained

inside a hollow metallic chamber called a cavity. If particles enter at the right

time, they are subject to forces which increases their kinetic energy. Many dif-

ferent types of accelerating structures have been developed over the years, all of

them working on this same basic principle. Copper has been a common choice

when constructing these cavities for its relatively low resistivity at room tem-

perature and cost of machining, compared to other readily available metals.

The introduction of superconducting materials for making cavities was a major

leap which greatly reduced the amount of dissipation in the accelerating struc-

tures thus paving the way for the efficient high-current and high energy particle

accelerators of today.

The concept of Energy Recovery Linacs (ERLs) introduced by Maury Tigner

in 1965[Tigner, 1965], provides a path to further push our capabilities in the

medium energy, high beam current and brightness frontier. In this method, the

kinetic energy of the used beam is absorbed back into the rf structures for ac-

celerating newly injected beam. The use of Superconducting Radio Frequency

(SRF) technology along with the technique of energy recovery enables the con-

struction of highly efficient machines capable of providing multi-megawatt beam

powers while using a lot less rf power compared to conventional linear accel-

erators(linacs) achieving the same beam parameters. This chapter reviews the
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Figure 1.1: Examples of high-β resonant cavities. (a) Ideal pillbox with radius R
and accelerating gap L including tubes to allow the passage of the
beam. (b) Superconducting Radio Frequency cavity with 7 cells.

fundamentals of resonant cavities, SRF technology, cavity operations and ERLs

to provide a context for the research presented in this dissertation.

1.1 Resonant Cavities

Resonant cavities provide an efficient way of sustaining large electric fields for

use in acceleration of charged particles. This is realized by designing a structure

which can sustain standing waves oscillating at a design resonance frequency.

The net energy provided to the particles is equal to the total work done by the

time-dependent electric field on the particle as it traverses the cavity. Figure 1.1

shows rf cavities used to accelerate particles which travel close to the speed of

light (β ≡ v/c ≈ 1). To ensure that the particle only sees electric field in one

direction, the length it travels in the presence of field, called the accelerating gap

is fixed to less than half the wavelength (λ/2) of the standing waves. The left
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panel shows an ideal pillbox cavity fitted with beam tubes at the ends while the

particle travels along the axis of this structure getting accelerated according to

the principle described above. The right panel shows a SRF cavity with cylin-

drical symmetry consisting of 7 cells, each of length λ/2 and with a rounded

shape to prevent multipacting.1 Microwaves coupled into this cavity set up

standing waves where consecutive cells have a phase difference of π between

each other. This allows an ultra-relativistic particle to travel through the cavity

while only witnessing fields with the correct sign. In contrast, low-β structures

are designed to have accelerating gaps of βλ/2, with a comparatively large λ i.e

low resonant frequency, close to 100 MHz compared to & 500 MHz for high-β

structures. The electrodynamics of the resonant modes is the same regardless

of the shape of the cavity, and is important in characterizing the performance of

these structures.

The Maxwell’s equations in free space are,

~∇ · ~E =
ρ

ε0
, (1.1a)

~∇ · ~B = 0 , (1.1b)

~∇ × ~E = −
∂~B
∂t

, (1.1c)

~∇ × ~B = µ0 ~J + µ0ε0
∂~E
∂t

, (1.1d)

where ~E is the electric field, ~B is the magnetic flux density, µ0 and ε0 are the

permeability and permittivity of vacuum respectively. ρ and ~J represent the

charge and current density in the cavity respectively. The fields are subject to

boundary conditions at the interface between vacuum and the metal surface.

1Multipacting refers to the resonant emission of electrons and subsequent multiplication
driven by rf electric fields on a cavity surface.[Padamsee et al., 2008]
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For a perfect conductor, the electric field must be normal to the surface while

the magnetic flux density is parallel to the surface. These boundary conditions

may be expressed as,

~E × d~S = 0, ~H · d~S = 0, (1.2)

where d~S is the normal vector to an infinitesimal patch on the inner surface

S of the cavity and ~H is the magnetic field. The solution to the above set of

equations can be decomposed into a set of discrete eigenmodes of the structure,

i.e ~E(~r, t) =
∑

ek(t)~Ek(~r), where ~Ek(~r) is an eigenmode with index k. The electric

field inside the cavity from a single eigenmode in steady state unperturbed by

charges or currents is described by a standing wave ~Ek(~r)eiωkt, where ωk is the

resonant frequency of the mode. Combining the Maxwell’s equations for the

single eigenmode ~Ek without the source terms yields the Helmholtz equation,

~∇2 ~Ek +
ω2

k

c2
~Ek = 0 , (1.3)

where ~∇ · ~Ek = 0, ~Ek × d~S = 0 at the surface and c is the speed of light in vacuum.

Any resonant structure can be characterized by an infinite set of eigenmodes

described by Eq. (1.3). In the case of structures exhibiting the same topology

as a pillbox, the eigenmodes can be divided into two major classes, Transverse

Magnetic (TM) and Transverse Electric (TE) describing eigenmodes where ei-

ther the magnetic fields or the electric fields are purely transverse to the axis of

the cavity respectively. TM modes are used for particle acceleration since the

electric field can be in the longitudinal direction.

In the case of an ideal pillbox without beam tubes, analytical solutions to

Eq. (1.3) exists for the complete set of TMmnp eigenmodes, where m, n and p are

indices indicating the number of nodes of the solution in the azimuthal (φ), ra-

4



dial (r) and longitudinal (z) directions respectively. Modes with m = 0 are called

monopole modes since the field patterns exhibit azimuthal symmetry. These 0np

modes allow a non-zero longitudinal electric field on axis given by,

Ez0np(r = 0, z) = E0np cos
( pπz

L

)
, (1.4)

where L is the length of the cavity and E0np is the normalization factor. The

resonance frequency ω0np is,

ω0np = c

√(u0n

R

)2
+

( pπ
L

)2
, (1.5)

where u0n is the nth zero of the Bessel function J0(x). The monopole mode of the

lowest frequency also called the fundamental mode of the cavity TM010 is usu-

ally selected for particle acceleration. In multi-cell cavities, the TM010 in each

cell couple together creating a fundamental mode passband containing the same

number of modes as the number of cells. The mode which shows a phase differ-

ence of π between consecutive cells is chosen for acceleration. All modes with

higher resonance frequencies are called Higher Order Modes (HOMs) which are

usually disruptive to the beam, capable of causing Beam Break-Up instabilities

(BBU)[Hoffstaetter and Bazarov, 2004] in many accelerators. This chapter fo-

cuses on the TM010 π-mode.

The net energy gain of a particle traveling through a cavity depends on the

electric field and the velocity of the particle. For a beam of arbitrary energy, the

equations of motion along the axis are given by,

mc2 dγ
dt

= qEz0(r = 0, z)c

√
1 −

1
γ2 cos(ω0t + φ) , (1.6a)

dz
dt

= c

√
1 −

1
γ2 , (1.6b)

5



where γ is the relativistic factor of the charged particle with mass m and charge

q, Ez0(r = 0, z) is the longitudinal field pattern for the fundamental eigenmode

(constant for a pillbox) with frequency ω0 and φ is the phase of the field when

the particle enters the cavity. When the incoming beam is ultra-relativistic i.e.

γ >> 1, then the energy gain of the particle is given by,

∆E(φ) = q
∫ L

0
Ez0(r = 0, z) cos

(ω0z
c

+ φ
)

dz , (1.7)

where r is the radial coordinate with respect to the axis of the structure. The

accelerating voltage Vc of a cavity is defined as the maximum energy gain im-

parted to a single ultra-relativistic bunch when it enters at the on-crest phase and

is given by,

Vc ≡ max
φ

∆E(φ)/q =

∣∣∣∣∣ ∫ L

0
Ez0(r = 0, z)eiω0z

c dz
∣∣∣∣∣ . (1.8)

The average accelerating gradient is defined as Eacc ≡ Vc/L, where L is the ac-

tive length of the cavity. Figure 1.2 shows the energy gain of an electron as a

function of arrival phase as it travels through a 7-cell cavity (Fig. 1.1 (b)) at an

accelerating voltage of 6 MV for two incident energies Ei, 6 MeV and 600 MeV.

At Ei = 600 MeV the energy gain corresponds to an exact sinusoid of phase with

amplitude matching the accelerating voltage. At low energies, the relativistic ef-

fects due to the comparatively low β change the response of the cavity, slightly

reducing the maximum energy gain while shifting the on-crest phase by a few

degrees.

Power dissipated as heat from the walls of the cavity under the influence

of the oscillating magnetic fields at the surface is a crucial limiting factor in

operations. The total power Pc dissipated at the surface is given by,

Pc =
1
2

∫
S

Rs| ~H(~r)|2 dS (1.9)
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Figure 1.2: Energy gain as a function of arrival phase for 6 MeV (blue) and
600 MeV (red) electrons traveling through a 7-cell cavity with ac-
celerating voltage set to 6 MV.

where Rs is the surface resistance of the metal dependent on position and | ~H| is

the amplitude of the oscillating magnetic field at the surface. Whereas, the total

energy U contained in the eigenmode is given by,

U =
1
2
ε0

∫
V
|~E(~r)|2 dV =

1
2
µ0

∫
V
| ~H(~r)|2 dV , (1.10)

with |~E(~r)| being the amplitude of the oscillating electric field in the cavity. Com-

bining the parameters Vc, Pc, U and ω0 yields several important figures of merit

which can quantify the performance of a cavity and provide a basis to optimize

designs.[Padamsee et al., 2008]

• The intrinsic quality factor of the cavity defined as Q0 ≡ ω0U/Pc, approxi-

mates the number of rf cycles required to dissipate the energy stored in the

eigenmode if left unperturbed, and thus is a measure of heat dissipation.

• The ratio of shunt impedance to the quality factor defined as R/Q ≡

V2/(2ω0U) characterizes the response of the eigenmode to the passage of

beam current.

• The geometry factor defined as G ≡ R̄sQ0 is a size independent character-
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Parameter Pillbox Cornell 7-cell
R/Q (Ω) 98 387
G (Ω) 256.6 270.7
Epk/Eacc 1.6 2.1
Hpk/Eacc (Oe/(MV/m)) 30.5 42.0

Table 1.1: Comparison of the Cornell 7-cell cavity[Valles, 2014] with an ideal
pillbox cell at the same frequency.

ization of the cavity. R̄s ≡
∫

S
Rs| ~H(~r)|2 dS/

∫
S
| ~H(~r)|2 dS is the surface resis-

tance averaged over S , weighted by the square of the field | ~H(~r)|2.

• The ratios of peak fields to the accelerating gradient, Epk/Eacc and Hpk/Eacc

determines the maximum energy gain which can be attained in a cavity.

Table 1.1 compares these parameters for a 1.3 GHz 7-cell cavity (Fig. 1.1(b)) to

an ideal pillbox with the same resonant frequency.

1.2 RF Superconductivity

The power dissipated as heat from the rf surface is proportional to the average

surface resistance of the metal used to fabricate the cavity. For a typical copper

cavity at room temperature this is ≈ 10 mΩ, which gives rise to quality factors

of few times 104. As an example, a single pillbox cell with parameters listed

in Tab. 1.1 operating at 1 MV would dissipate ≈ 200 kW. To sustain this large

power dissipation, copper cavities are usually operated in pulsed mode i.e the

rf accelerating field stays on for a short instant of the order of micro-seconds,

and then stays off for a longer period to allow the structure to cool down. Since

the beam can only be accelerated in short bursts, this severely limits the total
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beam current in copper linacs. While low temperatures can be used to improve

conductivity, at low temperatures, the surface resistance converges to a limit set

by the anomalous skin effect. However copper cavities provide an advantage of

being able to reach very high fields when compared to their SRF counterparts

which are subject to critical fields as explained later in this section. Cryogenic

copper cavities are being investigated as a method of reaching very high accel-

erating gradients of 250 MV/m in pulsed mode.[Cahill et al., 2018]

Superconducting materials are characterized by their zero electrical resis-

tance to direct currents (DC) below a transition temperature Tc.[Ashcroft and

Mermin, 1976] This property has been extensively used to make very strong

electromagnets in particle accelerators. In contrast, superconductors dissipate

heat under rf fields, although at a rate much smaller than copper and are sub-

sequently also used to make rf cavities. The transition temperature of Niobium,

the most widely used material for SRF applications is 9.2 K, necessitating the

use of cryogenic systems in transferring away the heat in order to sustain the re-

quired temperatures during operation. Despite this, the overall electrical power

consumption of a typical SRF accelerator excluding the power transferred to

the beam but including the contribution from the refrigeration systems and the

rf power sources is still a factor of 100 smaller than an equivalent normal con-

ducting system.[Padamsee et al., 2008] Hence, SRF cavities are widely used in

modern particle accelerators.

Superconductors also exhibit the Meissner effect, which refers to the phe-

nomenon of expulsion of all magnetic field from the bulk of the material as it
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Figure 1.3: The phases of Niobium, a Type II superconductor with different re-
gions separated by the lower and upper critical fields, µoHc1 and
µoHc2 respectively.

cools below Tc. Combining this effect with ballistic transport of charge carriers

inside the bulk gives rise to the London’s equations which describe the electro-

dynamics of superconductors. One important parameter arising out of these

equations is called the London penetration depth, λL. This is the characteris-

tic length scale of penetration of applied magnetic fields ~H into the bulk of the

superconductor expressed as,

~∇2 ~H =
~H
λ2

L

. (1.11)

The superconductor equivalently sets up a current density ~js to attenuate the

field as it enters into the bulk. The existence of finite density of charge carriers

in the superconductor available to support ~js results in a maximum amount of

applied magnetic field beyond which a superconductor can no longer act as a

perfect diamagnet even below Tc.

Low temperature superconductors are classified according to their behavior

under the influence of external magnetic field. Type-I superconductors demon-

strate only a single temperature-dependent critical field Hc beyond which the
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material becomes normal conducting even below Tc. Whereas, Type-II super-

conductors exhibit two critical limits: the lower critical field Hc1 beyond which

some magnetic flux enters the bulk creating an intermediate state containing lo-

calized normal conducting regions in an otherwise superconducting bulk, and

the upper critical field Hc2 beyond which all of the material becomes normal

conducting. The superconducting phases for bulk Niobium, a Type-II super-

conductor is illustrated in Fig. 1.3. The exact preparation of the sample includ-

ing its purity and crystalline structure determine the exact values of the critical

fields.[Dhakal et al., 2011]

The phenomenon of low temperature superconductivity can be explained

using the Bardeen–Cooper–Schrieffer (BCS) theory[Bardeen et al., 1957] which

is based on the existence of Cooper pairs which undergo Bose-Einstein conden-

sation below Tc. Superconductivity under this mechanism appears from the

combination of two distinct processes. Pairs of electrons occupying states close

to the Fermi energy combine together to form bosons under a net attractive in-

teraction mediated by lattice vibrations or phonons.[Cooper, 1956] In addition,

these bosons undergo Bose-Einstein condensation below Tc to occupy a single

quantum state thereby providing a channel for current to flow without getting

scattered by phonons, lattice defects or impurities. The spatial extent of these

Cooper pairs or equivalently the distance between the interacting electrons is

known as the coherence length ξ0 and it affects the transport properties of these

charge carriers. The paired electrons themselves leave a band of electron states

in the superconductor unoccupied, creating an energy gap ∆. At T < Tc, a

fraction of Cooper pairs gain energy comparable to this gap giving rise to quasi-

particle excitations[Kivelson and Rokhsar, 1990], and creating a population of
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Figure 1.4: Intrinsic quality factor Q0 as a function of accelerating gradient Eacc

for the Cornell 7-cell cavity. Reproduced from Eichhorn et al. [2015]
.

normal conducting carriers in addition to the superconducting species.

While a DC current can flow through a superconductor with zero resistance,

rf currents tend to flow through both the superconducting and the normal con-

ducting channels giving rise to ohmic dissipation. The surface resistance of a

superconductor due to the BCS contribution RBCS for temperatures T < Tc/2, is

given by, [Ciovati, 2014]

RBCS (T ) = Asω
2e−

∆(0)
kBT , (1.12)

whereω is the microwave frequency, ∆(0) is the energy gap at 0 K and As is a con-

stant which depends on material parameters. Even though Eq. (1.12) predicts

zero resistance at 0 K, a residual resistance R0 dominates at low temperatures

leading to a net surface resistance Rs = RBCS (T ) + R0. In practice the dissipation

in a SRF cavity is also dependent on the accelerating field. Figure 1.4 shows the
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field dependence of the intrinsic quality factor Q0 = G/Rs for the Cornell 7-cell

cavity made of Niobium.

The maximum accelerating gradient which can be sustained by a Niobium

SRF cavity depends on many factors including metallurgy[Dhakal et al., 2011],

surface preparation[Dhakal et al., 2013], shape of cavity[Devanz, 2001], dop-

ing[Grassellino et al., 2017] and contamination[Koufalis et al., 2016] among oth-

ers. The intrinsic limitation of a superconductor to sustain its state in the pres-

ence of rf surface magnetic fields may be explained using thermodynamic con-

siderations. The net change in free energy due to the entry of magnetic flux lines

into the bulk of the superconductor can be attributed to two parts: the increase

due to the formation of a normal conducting region with a characteristic length

scale ξ0, and the decrease due to the penetration of magnetic flux with length

scale λL. The interplay of these quantities and the resulting values of critical

fields can be explained under the Ginsburg-Landau (GL) theory. The relevant

upper limit of surface magnetic field which can be sustained by an ideal super-

conductor in the context of SRF cavities is given by the superheating field Hsh.

While Niobium has been the material of choice for modern SRF accelera-

tors, Niobium-tin (Nb3Sn) reaches much lower surface resistance when com-

pared to Niobium at the same temperature. This has opened the possibility of

operating accelerating cavities at higher temperatures using efficient in-situ re-

frigeration.[Stilin et al., 2020] The superheating field of Nb3Sn is predicted to

be approximately twice[Padamsee et al., 2008] that of Niobium. However ex-

perimental studies have failed to reach the high theoretical predictions due to
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thermal runaway at comparatively low fields.[Posen and Hall, 2017] A detailed

study on the onset and spread of local heating can provide insight into the mech-

anisms impeding the performance of this new material.

1.3 RF Operations

The accelerating gradient of a SRF cavity is subject to perturbations from the

beam, changes in resonance frequency of the structure, dissipation from the

walls and the action of the input coupler which couples in rf waves into the cav-

ity. The evolution of the fundamental mode under these effects may be modeled

as a simple harmonic oscillator derived from the Maxwell’s equations (Eq. (1.1)).

The wave equation of the electric field inside the cavity is given by,

1
c2

∂2 ~E
∂t2 −

~∇2 ~E = −µ0
∂ ~J
∂t
−
~∇ρ

ε0
, (1.13)

where ~J and ρ are the current density and the charge distribution respectively.

These source terms account for the beam current, surface currents and charges

set up in the cavity wall and current and charges at the rf input coupler. If

the fundamental mode accounts for almost all the electric field inside the cavity

then,

~E(~r, t) ≡ V(t)~E0(~r) ≡ R{Ṽceiω0t}~E0(~r) (1.14)

where ~E0(~r) is the fundamental eigenmode with frequencyω0 satisfying Eq. (1.3)

and R{} represents the real part of a complex number. V(t) is the time-dependent

fundamental mode voltage while Ṽc is a complex phasor. The normalization of

~E0(~r) is chosen so that the acceleration voltage is |Ṽc|. Using the definition of
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accelerating voltage from Eq. (1.8) gives,

max
φ

∫ L

0
R{|Ṽc|eiω0z/c+iφ}Ez0(r = 0, z) dz = |Ṽc| , (1.15)

where φ is argument of the complex number Ṽc. Dividing by |Ṽc| on both sides

and recognizing that the LHS is maximized when it’s purely real, results in,∫ L

0
Ez0(r = 0, z)eiω0z

c dz = e−iφ0 , (1.16)

where φ0 is referred to as the on-crest phase of the cavity with respect to the beam.

Combining the definition of the ratio of shunt impedance to the quality factor

R/Q ≡ V2/(2ω0U), with the amount of stored energy gives the normalization of

the eigenmode as, ∫
V
|~E0(~r)|2 dV =

1
ε0ω0R/Q

. (1.17)

Further plugging in the approximate electric field given by Eq. (1.14) into the

wave equation gives,

( V̈ + ω2
0V

c2

)
~E0(~r) = −µ0

∂ ~J
∂t
−
~∇ρ

ε0
, (1.18)

where Eq. (1.3) is used to substitute for the term ~∇2 ~E0. Multiplying with the

eigenmode function on both sides and integrating over the volume of the cavity

yields a linear second order ordinary differential equation for the mode voltage,

V̈ + ω2
0V = −ω0

R
Q

[ ∫
V

∂ ~J
∂t
· ~E0(~r) dV + c2

∫
V

~∇ρ · ~E0(~r) dV
]
, (1.19)

where the spatial dependence is averaged away using the mode normalization.

Applying the vector identity ~∇ · ( f ~A) = A · ~∇ f + f ~∇ · ~A, to the second term in the

above equation and recognizing that ~∇ · ~E0 = 0 gives,∫
V

~∇ρ · ~E0(~r) dV =

∫
S
ρ~E0 · d~S . (1.20)
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Since the charge distribution of the particle bunches are localized around the

axis of the cavity, the only contributions to the surface integral comes from the

coupler and the wall charges. This leads to,

V̈ + ω2
0V = −ω0

R
Q

∫
V

∂( ~Jbeam + ~Jcoupler + ~Jwall)
∂t

· ~E0(~r) dV +

∫
S
(ρcoupler + ρwall)~E0 · d~S ,

(1.21)

where ~Jbeam is the only contribution from the beam while ~Jcoupler, ρcoupler and ~Jwall,

ρwall are the contributions from the coupler and the wall. A similar result using

vector potentials is derived in Chap. 4. Consequently, the evolution of the eigen-

mode is only driven by currents and not the charge distribution of the bunches

traveling through the cavity.

The harmonic time dependence of the accelerating field in a rf cavity requires

beam to be bunched and each bunch needs to arrive at a regular time interval

with a defined phase relationship with respect to the rf field inside the cavity.

Consequently, the dominant spatial Fourier mode of the beam is characterized

by a forward moving plane wave with wavelength λbeam = vbeam/ f0, where vbeam

is the velocity of the beam and f0 ≡ ω0/(2π) is the resonant frequency of the

fundamental mode. For an ultra-relativistic beam localized to the axis, the beam

current density may be defined as,

~Jbeam(~r, t) ≡ R{Ĩbeamei(ω0t−ω0z
c −φ0)}

δ(r)
2πr

ẑ , (1.22)

where Ĩbeam is a complex phasor whose amplitude equals the Fourier amplitude

of beam current at the resonance frequency and the angle from the real axis

denotes the phase with respect to maximum acceleration. The actual time aver-

aged current flowing through the beam pipes is Ib = |Ĩbeam|/2, where the factor

of 2 arises from the Fourier series representation of a bunched beam. Using
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Eq. (1.16), the source term for the fundamental mode equation becomes,

− ω0
R
Q

∫
V

∂ ~Jbeam

∂t
· ~E0(~r) dV = −ω0

R
Q

dR{Ĩbeameiω0t}

dt
≡ −ω0

R
Q

dIbeam

dt
, (1.23)

where Ibeam(t) ≡ R{Ĩbeameiω0t} is the real time-dependent beam current flowing

through the cavity.

The effect of dissipation and the input coupler can be incorporated into the

model following a phenomenological approach. The source term attributed to

the input coupler can be defined as,

− ω0
R
Q

[ ∫
V

∂ ~Jcoupler

∂t
· ~E0(~r) dV +

∫
S
ρcoupler ~E0 · d~S

]
≡ ω0

R
Q

dIcoupler

dt
, (1.24)

where the time dependence of the source term is encoded into an artificial value

of current Icoupler(t), which is equivalent to the amount of beam current which

would result in the same excitation of field inside the cavity. Finally the dissipa-

tion at the walls of the cavity can be included as a damping term in the simple

harmonic oscillator which leads to,

V̈ +
ω0

Q0
V̇ + ω2

0V = −ω0
R
Q

(dIbeam

dt
−

dIcoupler

dt

)
, (1.25)

where the intrinsic quality factor Q0 determines the rate of dissipation. A de-

scription of the rf input coupler and the associated rf power flow is required to

complete this model.

Figure 1.5 illustrates the rf power system used to feed linac cavities. The rf

power source is represented as a controlled current source generating I+, which

goes through a transmission line with impedance Z0 into port 1 of a rf circulator.

This device allows the flow of rf waves only in one direction denoted by the cir-

cular arrow in Fig. 1.5. The forward traveling wave with current I+ propagates
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Figure 1.5: High level rf system used to power rf cavities.

into port 2, where it enters another transmission line of the same impedance

Z0, and then it finally reaches the fundamental input coupler. The difference

in impedance between the transmission line, Z0 and the effective impedance of

the cavity as seen through the coupler results in the wave to be partially re-

flected. The backward traveling wave with current I−, propagates back through

the transmission line into port 2 of the circulator. The rf wave is directed through

port 3 into a matched load with impedance Z0. This arrangement prevents the

reflected power from damaging the rf power source and is instead dissipated

off as heat at the load resistor. The principle of superposition at the input cou-

pler can be used to determine the forward and reflected waves propagating

through the transmission lines. The net current I+ − I− at the input coupler can

be assumed to be linearly related to the fictitious coupler current Icoupler(t) which

appears as a source term in Eq. (1.25). On the other hand, the net voltage of the

transmission line V+ + V− is linearly related to the cavity voltage V . Assuming a

phasor notation for all quantities, i.e. I± ≡ R{Ĩ± exp(iωt)}, V± ≡ R{Ṽ± exp(iωt)} and
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Icoupler ≡ R{Ĩcoupler exp(iωt)}, we get,

Ĩ+ − Ĩ− ≡ α̃1 Ĩcoupler , (1.26a)

Ĩ+ + Ĩ− ≡
Ṽc

α̃2Z0
, (1.26b)

where the voltages of the traveling waves are related to the current through the

impedance of the transmission line i.e Ṽ± = Z0 Ĩ±. α̃1 and α̃2 are undetermined

complex constants parameterizing the input coupler.

In the absence of input power and beam current, the stored energy of the

fundamental mode gets dissipated in the walls and is emitted through the input

coupler. The power emitted from the cavity through the coupler in the unpow-

ered situation is Pe ≡ ω0U0/Qext, where Qext is the external quality factor of the

cavity. This results in an extra damping term ω0V̇/Qext in Eq. (1.25), which is

actually driven by coupler current, implying ω0V̇/Qext = −(ω0R/Q)İcoupler. Com-

bining this relation with Eq. (1.26) and defining the emitted current phasor

Ie = R{Ĩe exp(iω0t)} which propagates in the backward direction (replacing Ĩ−)

gives,

Ĩe =
α̃1Ṽc
R
Q Qext

=
Ṽc

α̃2Z0
, (1.27)

where V = R{Ṽc exp(iωt)}. The unknown constants may be related to the known

parameters using,

|α̃1|
2Z0 =

R
Q

Qext, α̃1α̃2 =

R
Q Qext

Z0
(1.28)

which can be obtained by combining the different expressions of emitted current

in Eq. (1.27) and using the average emitted power dissipated at the load resistor,

Pe = 〈|Ie|
2〉Z0 = |Ĩe|

2Z0/2, where 〈〉 represents the mean.

In the steady state, all the currents and voltages in Eq. (1.25) have a harmonic
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Figure 1.6: Equivalent LRC circuit for fundamental mode with a transmission
line model of the rf input coupler.

time dependence. Substituting all quantities in terms of phasors yields,{(
ω0

ω
−
ω

ω0

)
+

i
Q0

}
Ṽc = i

R
Q

(Ĩcoupler − Ĩbeam) . (1.29)

Defining the cavity impedance as Zc(ω) ≡ R/Q/{i(ω0/ω − ω0/ω) + 1/Q0}, the cou-

pler current required to sustain a certain cavity voltage in the presence of beam

is given by,

Ĩcoupler =
Ṽc

Zc(ω)
+ Ĩbeam . (1.30)

Now combining Eq. (1.26) and (1.30) in the general powered case, gives an ex-

pression for the forward and reflected currents,

Ĩ± =
1
2

[ Ṽc

α̃2Z0
± α̃1

{ Ṽc

Zc(ω)
+ Ĩbeam

}]
, (1.31)

which can be used to determine power requirements during accelerator oper-

ation. It is important to note that since the dynamics of the system follows a

linear second order differential equation, the same results can be obtained by

analyzing an equivalent LRC circuit model as shown in Fig. 1.6. In that case, a

transformer with turns ratio n is used to model the input coupler which can be

related to our coupler parameters as n ≡ |α̃1| = |α̃2|.

Following from Eq. (1.31), the forward and reflected powers when the cavity
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voltage is kept at a steady state is given by,

P± = 〈|Ĩ±|2〉Z0 =
Z0

8

∣∣∣∣∣ Ṽc

α̃2Z0
± α̃1

{ Ṽc

Zc(ω)
+ Ĩbeam

}∣∣∣∣∣2 . (1.32)

Substituting for Zc(ω), using Eq. (1.28) and simplifying gives,

P± =
1
8

R
Q

Qext

∣∣∣∣∣ 1
R/Q

{ 1
Qext
±

1
Q0
± i

( ω
ω0
−
ω0

ω

)}
Ṽc ± Ĩbeam

∣∣∣∣∣2 . (1.33)

The energy gain of a bunch passing through the cavity depends on the relative

phase of the fundamental mode and the beam current. Hence without loss of

generality, the mode voltage can assumed to be real i.e Ṽc = Vc, while the beam

current can be represented as Ĩbeam = Ibeame−iφ, where φ is the phase of the acceler-

ating field when the beam enters the cavity. Plugging this into Eq. (1.33), using

the definitions β ≡ Q0/Qext, Q−1
L ≡ Q−1

0 + Q−1
ext and simplifying gives,

P± =
V2

c

8 R
Q Q2

L

Qext

[{1 ± β
1 + β

+
Ibeam

R
Q QL cos φ

Vc

}2

+

{
−

Ibeam
R
Q QL sin φ

Vc
+ QL

( ω
ω0
−
ω0

ω

)}2]
.

(1.34)

The forward power P+ required to operate the cavity in steady state thus de-

pends on many factors which can be optimized to increase efficiency of rf accel-

erating systems.

The surface resistance Rs of a superconductor at the operating fields deter-

mines the amount of heat which needs to be pumped away from the cavity.

Since SRF cavities are usually kept at at liquid Helium temperatures, pumping

the heat away takes much more electrical power than the amount of heat being

pumped. Hence increasing the intrinsic quality factor Q0 of cavities is an impor-

tant goal towards making SRF accelerators more efficient.

The amount of rf power used to sustain the accelerating gradient depends on
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Figure 1.7: Forward power required to sustain Vc = 6 MV as a function of de-
tuning in the Cornell 7-cell cavity under various values of Qext.

a variety of factors other than dissipation. In accelerators, where the beam cur-

rent is small, or the net energy transferred to the beam is negligible, the forward

power required according to Eq. (1.34) reduces to,

P+ =
V2

c

8 R
Q Q2

L

Qext

[
1 + Q2

L

( ω
ω0
−
ω0

ω

)2
]
. (1.35)

If the resonance frequency of the fundamental mode matches the operating fre-

quency of the accelerator, the average forward power required may be reduced

by increasing the external quality factor of the input coupler. For vacuum tube

power amplifiers such as Klystrons, this does not necessarily amount to a re-

duction in total power consumption since the electrical power required is ap-

proximately independent of the rf power generated which makes these sources

inefficient for medium power applications. In contrast, solid state power ampli-

fiers capable of delivering tens of kilo-watts are much more efficient only draw-

ing electrical power proportional to the rf power generated. Consequently, the

advent of solid state amplifiers at the relevant frequency range makes increas-

ing Qext an attractive choice.[Marchand et al., 2007] However, SRF cavities are
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subject to mechanical deformations causing transient changes in their resonance

frequency, also called detuning δ f ≡ f − f0. Sustaining a given accelerating gra-

dient at the operating frequency in the presence of detuning requires additional

forward power as shown in Fig. 1.7. Suppression of detuning plays an impor-

tant role in accelerators operating with relatively high QL and is explored in

Chap. 2.

1.4 Energy Recovery Linacs

Continuous high-current bright beams are becoming increasingly relevant with

many applications including hadron cooling[Ben-Zvi and Ptitsyn, 2015], light

sources[Socol, 2013, Krafft and Priebe, 2010], various particle physics experi-

ments employing internal targets[Balewski et al., 2014, Grieser et al., 2018, Pel-

legrini et al., 2015] in addition to industrial applications such as lithography

[Nakamura et al., 2017] and isotope production.[Starovoitova et al., 2014] Achiev-

ing multi mega-watt beam powers in a Linac configuration, requires rf sources

capable of delivering the full beam power which is infeasible in most cases.

While the cooling requirements can be reduced substantially by using SRF cavi-

ties with high intrinsic quality factors, the full beam power still needs to be sup-

plied. On the other hand, ERLs can provide high beam powers while consum-

ing a lot less rf power.[Ben-Zvi, 2016] ERLs achieve this efficiency by recovering

a large fraction of the energy from the accelerated beam itself. Apart from a

few exceptions[Konoplev et al., 2017], notably the first ERL proposed by Maury

Tigner[Tigner, 1965], energy recovery is most commonly achieved in a racetrack

topology[Neil et al., 2006, Akemoto et al., 2018, Shevchenko et al., 2019, Arnold
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et al., 2020, Bartnik et al., 2020]. In a racetrack design, the used beam is recir-

culated through a straight section containing the accelerating main linac. The

used high energy beam enters the rf cavities in the decelerating phase, which

decelerates the beam and transfers the energy back into the cavities. Acceler-

ation can be done over multiple turns to boost the highest energy, even while

extracting a modest one turn energy gain from the accelerating main linac. SRF

ERLs thus provide an energy efficient platform for achieving moderate energy

high-current continuous bright beams.

There are several metrics quantifying the efficiency of the energy recovery

process. One metric known as the rf to beam multiplication factor, κ[Merminga

et al., 2003] is defined as the ratio of the amount of power contained in the

beam, Pbeam to the total amount of rf power used by all the accelerating cavities

in order to sustain the beam. This figure of merit can be represented as,

κ ≡
Pbeam

Pr f
∼

Iin jEmax

Iin jEinj +
∑

m P+,m
, (1.36)

where Iin j is the beam current into the ERL with energy Einj, Emax is the maxi-

mum energy of the recirculating beam and
∑

m P+,m is the total forward power

consumed by all the cavities in the main linac. If the ERL is phased for perfect

average energy recovery, the power required is dominated by resonance detun-

ing as evidenced from Fig. 1.7. While this metric gives an overall picture of

power consumption and efficiency, it does not explicitly quantify the amount of

energy recovered from the beam during operations. The power balance efficiency

εP of an ERL is given by,

εP = 1 −
PER

b

Pb,↑
, (1.37)

where PER
b =

∑
m(PER

+,m − PER
−,m) is the total rf power provided to the beam from
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Figure 1.8: The layout of CBETA[Bartnik et al., 2020] showing the major compo-
nents: the photo-injector (GUN), SRF booster linac (ICM), main linac
(MLC), NS FFA re-circulation arc (FA, TA, ZX, TB, FB) and the beam
stop (BS).

the rf cavities during energy recovery operation. While Pb,↑ =
∑

m(P↑+,m − P↑−,m)

represents the total rf power provided to the beam only during the acceleration

passes in the ERL. The power balance efficiency accounts for the actual power

lost due to incorrect phasing and due to beam loss in the re-circulation passes.

The Cornell-BNL ERL Test Accelerator (CBETA) is the first superconducting

ERL to demonstrate multi-turn energy recovery and consequently has a high

rf to beam multiplication factor. The floor plan of this accelerator is shown

in Fig. 1.8. The photo-injector along with the SRF booster linac generates a

Einj = 6 MeV electron beam with a design current of Iin j = 40 mA.2 The injected

beam then gets accelerated by the main linac 4 times gaining about 36 MeV in

each pass to a final energy of Emax = 150 MeV. In each pass, the beam recircu-

lates through a Non-Scaling Fixed Field Alternating (NS FFA) return loop con-

structed using permanent magnets.[Berg et al., 2018] At the highest energy pass,

2At the time of writing, the maximum current reached during the course of commissioning
CBETA is 60 µA in a 1-turn configuration.Gulliford et al. [2020]
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the path length of the beam has an additional 2.5 rf periods to offset the bunches

into the decelerating phase of the main linac. The beam gets decelerated in the

subsequent 4 passes and is finally transported into a beam stop. This disserta-

tion discusses multiple aspects of commissioning the main linac for CBETA.

1.5 Overview of this Dissertation

The development of CBETA, the first multi-turn SRF ERL is a significant ad-

vance towards more efficient sources of bright high current electron beams. The

main linac used in CBETA incorporates six 7-cell SRF cavities made of Niobium

with a typical intrinsic quality factor of 2×1010. These cavities are operated with

a typical external quality factor of 6 × 107 which greatly reduces average power

consumption and allows the use of 5 kW solid state amplifiers to sustain stable

field in each cavity. However, as explained earlier in this chapter, this greatly

increases the sensitivity of the system to resonance detuning. Chapter 2 is a

reproduction of the manuscript Banerjee et al. [2019] which explores the active

suppression of detuning due to external vibrations coupling to the SRF cavities.

Chapter 3 details the commissioning process for the main linac, discussing var-

ious steps and documenting the performance of the main linac including the

power balance efficiency measured during high current operations. Chapter 4

explores the interaction between the beam and the accelerating field of the main

linac cavities in order to establish best practices for future high current opera-

tion.
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The use of high Q0 SRF cavities for energy recovery can further contribute

to efficiency by reducing the amount of electrical power spent on refrigeration.

Doped Niobium, engineered thin film structures and Niobium-Tin (Nb3Sn) are

emerging as new materials which promise to operate with much lower dissi-

pation at the operating gradient. However, the maximum fields reached in ex-

periments on materials such as Nb3Sn have been limited by thermal runaway

at fields much lower than the predicted superheating field. Chapter 5 describes

the design and operation of a dynamic temperature mapping system capable of

imaging sites of local heating on the surface of SRF cavities, hence providing a

new window to study the dynamics of heating on cavities built with novel ma-

terials of low surface resistance.

Chapter 6 discusses the conclusions of the research presented in this disser-

tation and proposes future directions to improve on this work.
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CHAPTER 2

MICROPHONICS SUPPRESSION

Operation of SRF cavities with high loaded quality factors is becoming increas-

ingly preferred for applications which involve low beam loading including ERLs.

Vibration induced microphonics detuning poses a major operational bottleneck

in these low bandwidth systems, adversely affecting field stability. Besides

passive measures of mitigating the vibration sources, modern SRF cavities are

also attached to fast tuners incorporating piezo-electric actuators. This chap-

ter demonstrates the narrow band active noise control algorithm for realizing

active resonance control. We further derive a modification based on the Least

Mean Square approach which can adaptively tune the control parameters and

study its stability and performance. This chapter also discusses the experience

of using passive mitigation techniques while commissioning the Main Linac

Cryomodule for CBETA. We report a net reduction in peak detuning by more

than a factor of 2 in its unstiffened cavities. Finally, we demonstrate stable per-

formance of our resonance control system with consistent reduction of peak

microphonics detuning by almost a factor of 2 on multiple cavities.

2.1 Introduction

Modern particle accelerators are reaching the pinnacle of efficiency using SRF

cavities which are characterized by low loses arising from high intrinsic quality

factors (Q0 & 1010) [Padamsee, 2014]. The microwave power requirements of

such SRF cavities depend on the effective beam loading and the loaded quality

factor QL used in operation. In situations of high beam loading, they are oper-
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ated with a comparatively low QL in order to couple the required power into

the beam, such as in the LHC [Mastorides et al., 2010], CESR [Belomestnykh

and Padamsee, 2001], NSLS-II [Rose et al., 2011] and many others. However, in

new applications such as light source Linacs (eg. LCLS-II [Doolittle et al., 2015],

XFEL [Branlard et al., 2013]) and in ERLs, high QL is becoming common due

to the low or negligible beam loading involved. Low beam loading implies the

reduction of the rf power requirements and allows the use of efficient solid state

amplifiers.

However, the limited bandwidth arising from large QL make rf systems more

sensitive to detuning when operating at a fixed frequency, as during linac op-

eration. Transient changes in the resonant frequency of the cavity resulting

from mechanical deformations change its response to the microwaves coming

through the fundamental power coupler. Due to enhanced reflection of the in-

coming waves from a detuned cavity, more power is needed to maintain a stable

field. The interaction of the field with the wall currents is one mechanism lead-

ing to mechanical deformation and is known as Lorentz Force Detuning (LFD).

This leads to transient detuning as a function of the field inside the cavity and

is important for pulsed rf systems. Vibrations inside cryomodules couple into

the cavity walls causing transient deformations in its shape resulting in micro-

phonics detuning. The rf power P consumed by a detuned cavity to maintain a

voltage V with zero beam loading is given by, (Eq. (1.34) revisited)

P =
V2

8 R
Q QL

β + 1
β

[
1 +

(2QL∆ω

ω0

)2]
, (2.1)

where QL is the loaded quality factor, β is the coupling factor, R/Q is the shunt

impedance in circuit definition and ∆ω is the detuning of the SRF cavity. Hence,

the maximum voltage which can be stably sustained in a cavity depends on

the peak microphonics detuning and is constrained by the peak forward power
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available from the amplifiers.

Suppression of peak detuning is important in machines operating with high

QL especially in multi-turn ERLs such as CBETA, where there are tight toler-

ances on field stability (RMS amplitude stability of 1 × 10−4 and phase stability

of 0.1◦) to preserve the intrinsic energy spread of the beam. Designing cavities

mechanically less sensitive to vibrations is one way of achieving this goal. Cav-

ities fabricated with metal rings welded on to them can be designed to be less

sensitive to vibrations. Depending on whether the machine will be pulsed or

CW, the shape and location of the stiffening rings may be optimized to reduce

the effect of LFD or increase its stiffness towards external forces respectively.

[Posen and Liepe, 2012b] In this chapter, we discuss suppression of the vibration

sources and describe active compensation of microphonics detuning to reduce

peak power consumption.

In the next section, we describe the design and operation of fast tuners while

modeling them as a linear time invariant system and further explore their non-

linear behavior. Using the linear model, we develop a Least Mean Square (LMS)

control system based on narrow band Active Noise Control to command the

piezo-electric actuators and analyze its performance and stability. Next, we

catalog the microphonics sources found while commissioning the Main Linac

Cryomodule (MLC) used in CBETA and the measures taken to mitigate them.

We then report on the results of using the active control algorithm during rf

operations.
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2.2 Fast Tuner

Mitigation of vibration sources is the preferred method of suppressing micro-

phonics, however an active resonance control mechanism is equally important.

By further reducing peak detuning, it improves the margin of power consump-

tion with respect to the maximum capability of the microwave amplifier. It also

provides an emergency mitigation mechanism against new sources of micro-

phonics until they are found and suppressed. Active control of microphonics

requires the use of fast tuners with acoustic response time scales such as the one

used in CBETA. [Eichhorn et al., 2014] While a stepper motor drives the slow

movement of the tuner over a large range, the piezo-electric actuators drive

fast movement with a range of 2 kHz [Posen and Liepe, 2012a] which is almost

100 times the operating bandwidth of the cavity. The response of the cavity

resonance frequency to voltages applied to the actuator greatly influences the

design of the active resonance control system.

2.2.1 Linear Response

A Linear Time Invariant (LTI) response model can be used to describe the dy-

namics of the tuner for small excitations of the piezo-electric actuator. In the

time domain, the change in resonant frequency δ ftuner(t) of the cavity may be

written as a convolution of the actuator voltage upz(t) with an impulse response

function τ(t) as follows,

δ ftuner(t) =

∫ t

0
τ(t − t′)upz(t′)dt′ (2.2)
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Figure 2.1: Tuner response amplitude and phase as functions of excitation fre-
quency for three cavities of the main linac in the CBETA project.

Applying the Fourier transform on both sides of this equation we obtain,

δ f̃tuner(ω) = τ(ω)ũpz(ω) (2.3)

where δ f̃tuner(ω) and ũpz(ω) are the Fourier transforms of detuning and voltage re-

spectively. τ(ω) is the frequency domain tuner transfer function which encodes

both the amplitude of the response and the phase shift generated by the tuner.

We measured the transfer function at each frequency by exciting the actuator

using sine waves of different amplitudes. A linear fit of the response phasor as

a function of amplitude isolates the tuner response from the background micro-

phonics at that frequency. Using this procedure, we obtained the response of

the tuner for frequencies between 5 Hz and 300 Hz which corresponds to most

of the vibrations in the main linac cryomodule used in CBETA.

The transfer functions measured on three cavities of the main linac in CBETA

are shown in Fig. 2.1. All the transfer functions show a region of flat amplitude

and linear phase response in the range of low frequencies up to 30 Hz; this

makes the use of simple algorithms like proportional integral control feasible

for attenuating low frequency microphonics. The large peaks in amplitude cor-

respond to resonances and they are accompanied by large swings in the phase
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Figure 2.2: Spectral response of tuners to single frequency sinusoidal excitations
in two cavities (left:unstiffened and right:stiffened) of the main linac
used in the CBETA project.

response of the tuner; this limits feedback control at these frequencies. The mea-

surements also verify one of the design goals of stiffening cavities, shifting the

lowest mechanical eigenmode to a higher frequency. The transfer function data

can be used to construct a LTI model of the tuner and is used to analyze the

stability of the control algorithm used for resonance control.

2.2.2 Non-linear response

The assumption of linearity is dependent on the linearity of the piezo-electric

effect, the stress strain curves and damping mechanisms in the materials in-

volved. Although the stress strain curve and the piezo-electric effect are reason-

ably linear in the regime of use, slight hysteresis is generally observed in reso-

nant frequency as the applied voltage is cycled from 0 V to high voltage back to

0 V. [Posen and Liepe, 2012a, Pischalnikov et al., 2015, Cichalewski et al., 2015]

This implies that some non-linearity is present in the system and we should ver-

ify its magnitude. The appearance of multiple vibration frequencies even in the

presence of a single tone excitation is a simple indicator of non-linear dynam-
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ics.[Elliott et al., 2015] We measure the power spectrum of detuning for differ-

ent frequencies of excitation of the tuner and subtract the contribution from the

ambient microphonics present in the system to yield an approximate spectral

response function.1 Figure 2.2 illustrate some examples of spectral responses.

The plots show the logarithm of power spectra (in color) of tuner response as

functions of actuation frequency fpz on the x-axes and frequency of detuning

fdetuning on the y-axes. The white line on the left panel at the actuation frequency

of 30 Hz indicates an absence of valid detuning data due to a rf trip during

the measurement. The linear response shows up as a line with slope of 1, i.e.

the frequency of excitation equals the major frequency component of detuning.

However, the plot also shows evidence of higher order responses in the form of

additional frequencies in the detuning spectrum.

We can use the straight lines observed in the plots to estimate the order of

non-linearity present in the system and gain some insight into its source. In

general, the frequencies present in non-linear responses of a dynamical system

to a sinusoidal excitation can be written as,

fdetuning = m fpz +
∑

i

ni fvib,i (2.4)

where fdetuning and fvib,i are the frequencies present in the tuner response and

ambient microphonics, while fpz is the frequency of excitation. m and ni are in-

tegers, with |m| representing the order of the non-linear term and the addition

of vibration frequencies represent parametric behavior of the tuner dependent

on external microphonics. Both the cavities show lines parallel to the linear

response line indicating the presence of modulation from ambient microphon-

ics. The unstiffened cavity further shows the second harmonic with evidence
1We subtract the contributions from ambient microphonics in Fig. 2.2 using a scaling relation,

log(χ′( fpz, fdetuning)) = log(χ( fpz, fdetuning)) − 1
N

∑
i log(χ( fpz,i, fdetuning)). χ( fpz, fdetuning) is the spectral

power at frequency fdetuning when the tuner is excited with a sine wave of frequency fpz.
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of the m = 2 line near fpz = 300 Hz. The strength of the non-linear responses

appear to be a function of frequency with excitation frequencies of above 250

Hz showing the most activity. These observations suggest that we can ignore

the non-linearity as long as we excite the tuner below 250 Hz which limits the

bandwidth of the compensation system.

2.3 Active Noise Control

Microphonics compensation of SRF cavity detuning using fast tuners has been

demonstrated using a variety of techniques. Resonance control of CW rf cavities

typically rely on feedback of microphonics detuning. In this control topology,

the detuning acts as an input to the controller which generates a signal for the

piezo-electric actuator which in turn affects the net microphonics detuning thus

closing the loop. The transfer function of the tuner system as discussed in the

previous section plays an important role in designing the controller. The tradi-

tional method of Proportional-Integral feedback has been demonstrated in var-

ious machines [Conway and Liepe, 2010, Banerjee et al., 2017, Neumann et al.,

2010] and is very effective when the phase response of the tuner is a monotonous

function of frequency which is typical at lower frequencies (≤ 10Hz). At higher

frequencies, the tuner cavity system typically has mechanical eigenmodes which

introduce steps in the phase response which may possibly lead to positive feed-

back and instability at even modest gains. Consequently, low pass filters are

used to ensure stability of the PI loop but at the cost of reducing the bandwidth.

Additional band pass filters may be used in parallel to attenuate certain fre-

quency bands, however manually adjusting them while ensuring stability is in-

convenient. In order to get past this limitation, arbitrary digital control filters
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can be optimized specifically to compensate for a given microphonics spectrum

while taking into account the exact phase response of the tuner. This has been

demonstrated on the new LCLS-II cryomodules which were tested at Fermi-

Lab.[Holzbauer et al., 2018]

In the methods described above, the tuner transfer function and the mi-

crophonics spectrum are first measured and the data is processed external to

the rf control system and the optimal filter coefficients are then uploaded into

the control system. In contrast, adaptive tuning of digital control filters inside

the rf system during operations using Least Mean Squares (LMS) algorithms

have also been demonstrated. In traditional LMS, an external reference sig-

nal which correlates to microphonics detuning is used as an input to a Finite

Impulse Response (FIR) filter whose coefficients are updated continuously to

reduce the mean square of detuning [Neumann et al., 2010]. In a different tech-

nique [Kandil et al., 2005, Rybaniec et al., 2017] based on Active Noise Control

(ANC) methods, amplitude and phase of sine-waves at different frequencies

are adjusted to cancel out microphonics. However, both these methods require

prior measurement of the tuner transfer function which may be a function of

tuner position [Posen and Liepe, 2012b] and may not stay constant over long

periods of time and over multiple pressure or temperature cycles. In this chap-

ter, we derive the narrow band ANC technique and propose a modification so

that it adapts to the tuner response phase in-situ.

Microphonics detuning due to narrow band vibration sources can be well

approximated by a finite series of sinusoids at different frequencies with slowly

changing amplitudes and phases. This motivates the use of an algorithm which

works by adjusting the amplitudes of a series of sine and cosine functions in or-
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der to reduce the mean square detuning. At a particular frequency ωm, the ideal

phase of the actuator signal θpz
m is determined by not only the relative phase of

external detuning with respect to the internal clock θmicro
m of the control system

but also the phase response φm of the actuator. The ideal actuator signal phase

given by θ
pz
m = θmicro

m + φm − π in principle perfectly cancels the sine wave pro-

duced by external vibrations. The phase lag φm introduced by the tuner can be

assumed to be a constant when the frequency of vibrations is far from a mechan-

ical resonance, and used as a compensation parameter in the algorithm. Using

the technique of stochastic gradient descent, we derive a set of equations which

updates the amplitude and phase of individual sinusoids along with online op-

timization of the phase parameter φm at the frequencies of vibration.

2.3.1 Derivation

Microphonics from narrow band vibration sources may be represented by a fi-

nite series of sinusoids at different frequencies with slowly changing amplitudes

and phases. Hence, in the time domain, the actuator voltage upz(t) can also be

written as a sum of sinusoids um(t) with frequencies ωm and whose amplitude

and phase are determined by slowly changing Im(t) and Qm(t),

upz(t) =
∑

m

um(t) =
∑

m

Im(t) cos(ωmt) − Qm(t) sin(ωmt) (2.5)

The piezo-electric actuator tunes the cavity in response to this signal, the effect

of the tuner being represented as a linear transfer function τ(ω). Using a phasor

notation for the individual frequencies Ãm(t) ≡ I(t) + iQ(t), we can write the total

actuator voltage in terms of these phasors as upz(t) =
∑

m um(t) ≡
∑

m R{Ãm(t)eiωmt}.

Using this notation we write the detuning near a particular frequency as a linear
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response integral

fm(t) = R

{ 1
2π

∫ ∞

−∞

dω
∫ ∞

−∞

dt′Ãm(t′)ei(ωm−ω)t′τ(ω)eiωt
}
, (2.6)

where we have Fourier transformed the actuator voltage, used Eq. (2.3) which

gives us fm(ω) = Ãm(ω)τ(ω) and finally applied the inverse Fourier transform

to calculate the detuning fm(t) in the time domain. Since the spectral content

of microphonics detuning is assumed to be concentrated around certain fre-

quencies, only parts of the transfer function are relevant in modeling the tuner

movements.

Far from resonance, where the amplitude of the response does not strongly

depend on frequency, we approximate the tuner transfer function around ωm as

τ(ω) ' τmod
m e−i{φmod

m +
dφ
dω

∣∣∣
ωm

(ω−ωm)}
, (2.7)

where we expand the phase response up to first order. Since this approximation

only applies in the neighborhood of ωm, we impose the restriction of narrow

bandwidth on um(t), which implies | 1
Ãm

dÃm
dt | << ωm. Using this model in Eq. (2.6)

and changing the order of integration, we get

fm(t) ' R
{ ∫ ∞

−∞

dt′Ãm(t′)eiωmt′ ×
1

2π

∫ ∞

−∞

dωτmod
m ei{−φmod

m +
dφ
dω

∣∣∣
ωm
ωm}eiω

(
t−t′− dφ

dω

∣∣∣
ωm

)}
= R

{
τmod

m ei{−φmod
m +

dφ
dω

∣∣∣
ωm
ωm}

∫ ∞

−∞

dt′Ãm(t′)eiωmt′ × δ
(
t − t′ −

dφ
dω

∣∣∣
ωm

)}
,

(2.8)

where the integral overω becomes a delta function which represents the approx-

imate time domain impulse response valid when the frequency of actuation is

ωm. Using the delta function to evaluate the convolution integral, we get

fm(t) ' R{τmod
m Ãm(t − Dmod

m )ei(ωmt−φmod
m )}, (2.9)

where we have introduced the group delay Dmod
m ≡

dφ
dω

∣∣∣
ωm

. The effective detuning

δ fcomp(t) of the cavity in response to the perturbation given in Eq. (2.5) is thus
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given by,

δ fcomp(t) = δ fext(t) +
∑

m

fm(t) = δ fext(t) +
∑

m

R{τmod
m Ãm(t − Dmod

m )ei(ωmt−φmod
m )}, (2.10)

where we have combined the tuner response at different frequencies and δ fext(t)

is the microphonics detuning coming from external vibrations. Now we can use

this model to construct a suitable cost function which can be minimized by the

algorithm.

The objective of microphonics compensation is to reduce the mean square

detuning of the cavity.

C(tn) ≡
1
N

n∑
i=n−N+1

(δ fcomp(ti))2 (2.11)

C(tn) is the cost function at time tn which is taken to be the expectation value

of the square of detuning, approximated by a running average. The method of

gradient descent relies on the gradient vector being in the direction of steep-

est descent on the cost surface. In parameter space, the gradient represents the

normal to the constant cost surface and can be estimated using the model de-

veloped in Eq. (2.10). Following standard LMS techniques [Kuo and Morgan,

1999], we use the current sample to approximate the cost function and hence

use the stochastic gradient descent approach to the optimization problem. Tak-

ing N = 1, we calculate the partial derivatives of the cost function with respect

to the real and imaginary parts of the optimization parameter Ãm which deter-

mines the actuator voltage.

∂C
∂R{Ãm}

= τmod
m δ fcomp(tn) cos(ωmt − φmod

m ),
∂C

∂I{Ãm}
= −τmod

m δ fcomp(tn) sin(ωmt − φmod
m )

(2.12)

where we have used Eq. (2.10) under the assumption that group delay Dmod
m is

negligible with respect to the time scales with which Ãm(t) changes. The typical
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group delay introduced by the modified Saclay - I tuners used in the CBETA

project is less than a millisecond far from resonant frequencies while the band-

width of the vibration sources are typically less than 1 Hz. Each iteration of the

stochastic gradient descent algorithm changes the control parameter a little in

the direction opposite to the gradient.

Ãm(tn+1) = Ãm(tn) − µmδ fcomp(tn)e−i(ωmt−φmod
m ), (2.13)

where we have absorbed τmod
m into µm, which is the adaptation rate for Ãm in

the algorithm. Equation (2.5) together with (2.13) form the Active Noise Con-

trol(ANC) algorithm.

The ANC algorithm derived above is mathematically equivalent to applying

a linear time invariant filter on the tuning error defined as e(t) ≡ δ f0 − δ fcomp in

order to generate the actuator signal um(t), where we use δ f0 = 0 in the presence

of no beam loading. To derive the equivalent filter transfer function, we start by

assuming Ãm(0) = 0, and write the update rule using the phasor notation,

Ãm(tn+1) = µm

n∑
k=0

(−δ fcomp(tk))e−i(ωmtk−φmod
m ) (2.14)

Combining this equation with the definition um(t) ≡ R{Ãm(t)eiωmt}, we directly

relate the actuator signal to the tuning error.

um(tn+1) = R{µmeiωmtn+1

n∑
k=0

(−δfcomp(tk))e−i(ωmtk−φmod
m )}

= µm

n∑
k=0

e(tn−k) cos(ωm(k + 1)∆t + φmod
m ),

(2.15)

where ∆t is the sample duration, and e(t) = −δ fcomp(t). Equation (2.15) represents

a discrete convolution of the input signal with a sinusoid and is an impulse

response filter. The Z-transform of the filter can be written as,

Hm(z) = µm

∞∑
k=0

z−k cos(ωm(k+1)∆t+φmod
m ) = µm

cos(ωm∆t + φmod
m ) − z−1 cos φmod

m

1 − 2 cos(ωm∆t)z−1 + z−2 (2.16)
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Figure 2.3: Frequency response Hm(eiω∆t) of the control filter described in
Eq. (2.15) for one mode fm = 40 Hz, µm = 10−4, ∆t = 0.1 ms and three
values of phase φm = −45◦, 0◦, 45◦.

The frequency response is shown in Fig. 2.3.

The control filter shows a very narrow band pass response rising to∞ and a

phase swing of 180◦ around the frequency ωm. In the limit of ω → ωm, the filter

response can be approximated by,

Hm(eiω∆t) ≈
µmei(− π2 +φmod

m +ωm∆t)

2(ω − ωm)∆t
(2.17)

µm serves as an overall scaling factor governing the span of frequencies within

which the controller-tuner system has more than unity gain and µm can hence

be used to adjust the bandwidth of the feedback loop around the microphonics

frequency. In the neighborhood of ωm, the phase swings from π/2 + φm +ωm∆t to

−π/2 + φm + ωm∆t from left to right in a discrete jump. The value of φm primarily

provides a constant offset to the phase response and can be used as a knob to

stabilize the feedback control loop.
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2.3.2 Stability

The compensated detuning δ f̃comp(ω) is the net effect of the tuner δ f̃m(ω) ≡ τ(ω)u(ω)

and the external contribution δ f̃ext(ω). The tuner excitation u(ω) ≡ −H(ω)δ f̃comp(ω)

is obtained as an output of the linear controller whose frequency response is

given by H(ω). From these definitions we obtain the closed loop transfer func-

tion (CLTF) of the system which provides a linear relation between the external

detuning δ f̃ext(ω) and the compensated detuning δ f̃comp(ω) in frequency space.

C(ω) ≡
δ f̃comp(ω)

δ f̃ext(ω)
=

1
1 +

∑
m Hm(ω)τ(ω)

=
∏

m

1
1 + Hm(ω)τ(ω)

, (2.18)

where the sum of all the filters H(ω) ≡
∑

m Hm(ω) acts as a comb with it’s fre-

quency response amplitude remaining small except for the neighborhood of ωm.

This lets us write the transfer function as a product, since |Hm(ω)Hn(ω)τ2(ω)| ≈

0 ∀m , n. In a theoretical situation, when all the microphonics detuning is

generated by pure sine waves whose frequencies are exactly ωm, the controller

works perfectly to compensate for all microphonics. Figure 2.4 demonstrates

this by showing that |C(ω)| equals 0 at ωm, where δ fext(ω) only consists of a sine

wave at exactly ωm. However real microphonics signals have finite bandwidth

spectral modes and the performance of feedback control is determined by the

combined response of the controller and the tuner over all of frequency space. In

the limit of the response of each filter being much greater near its pass-band than

its nearest neighbors, we can approximate the complete tuner transfer function

τ(ω) with tuner transfer function models τm(ω) ≡ limω→ωm τ(ω) at each compen-

sation frequency ωm.

C(ω) ∼
∏

m

1
1 + Hm(ω)τm(ω)

(2.19)

Figure 2.4 shows the shape of one such isolated function and illustrates how

adjusting φm can lead to an asymmetric response, attenuating vibrations on one
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Figure 2.4: Magnitude of closed loop transfer function in frequency domain
with fm = 40 Hz, µm = 10−4, ∆t = 0.1 ms for different choices of φm

when τ(ω) = 1.

side and amplifying the other. Further, the closed loop stability all of the indi-

vidual contributions with index m can be a sufficient condition for the stability

of the entire system.

In practice, we estimate the values of µm and φmod
m based on the measured

tuner transfer function in order to configure the controller. If these guesses are

close to the actual behavior of the tuner near ωm, then the controller yields good

performance and is stable. Approximating the actual tuner transfer function by

limω→ωm τ(ω) = τme−i{φm+Dm(ω−ωm)}, we can determine the range of values of µm and

φmod
m , which leads to stable performance of the narrow band ANC algorithm.

We can analyze the stability of the feedback loop using the open loop trans-

fer function Um(ω) ≡ Hm(ω)τ(ω). The phase response φOL of Um(ω) around the
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frequency ωm is given by,

φOL =


π
2 + φmod

m + ωm∆t − φm − (ω − ωm)Dm, for ω ≤ ωm

−π2 + φmod
m + ωm∆t − φm − (ω − ωm)Dm, for ω > ωm ,

(2.20)

where φmod
m is the compensation parameter used in the control algorithm. The

ANC response function [Eq. (2.16)] does not have any poles in the positive half

of the complex plane. Using this information, the Nyquist stability criterion

dictates that instability can only happen if Um(ω) encircles the point -1 in the

complex plane. This occurs when Um(ω) crosses the negative real axis while

|Um(ω)| ≥ 1. The band of frequencies within which instability may occur is

given by,

ωm −
µmτm

2∆t
< ω < ωm +

µmτm

2∆t
(2.21)

The control loop is stable when we avoid positive feedback inside the above

domain i.e. φOL(ωm − 0.5µmτm/∆t) < π and φOL(ωm + 0.5µmτm/∆t) > −π. This gives

us a range of possible values for φmod
m .

−
π

2
+
µmτmDm

2∆t
− ωm∆t + φm < φ

mod
m <

π

2
−
µmτmDm

2∆t
− ωm∆t + φm (2.22)

The center of the above range, φcenter
m = φm − ωm∆t compensates for the phase lag

from the tuner at frequency ωm and gives us the maximum margin on φmod
m . The

span of acceptable values of φmod
m depends on not only the tuner behavior but

also the adaptation rate µm. To ensure that the range given by Eq. (2.22) is not a

null set, we put an upper bound on µm.

µm <
π∆t

Dmτm
(2.23)

These calculations assume that neighboring frequencies of the comb are far

away so that their response amplitudes are much less than unity at the next
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Figure 2.5: Bode plot for the mechanical open loop transfer function U(ω) ≡
H(ω)τ(ω) of an unstiffened cavity inside the CBETA main linac show-
ing both the amplitude and phase in blue and orange respectively.

frequency i.e. |Um−1(ωm)| = |τ(ωm)Hm−1(ωm)| << 1. This gives us a crude limit on

the distance between nearest neighbors as,

|ωm − ωm−1| >>
µm−1τm

2∆t
, (2.24)

hence constraining the spacing of the different frequencies we can compensate.

Detailed calculations involving the complete tuner transfer function and the ar-

ray of band pass filters are required to fully analyze the stability of the control

system.

The complete stability analysis of the ANC system involves assessing the

open loop transfer function Um(ω) over all frequencies using a Bode plot. Fig-

ure 2.5 shows an example of using the compensation system on an unstiffened

cavity used in the main linac of the CBETA project. The solid lines represent
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Figure 2.6: Simulation results of using ANC with an ideal tuner. From the left,
the first panel shows the spectrogram of simulated vibrations and
the others show dependence of the attenuation on frequency ωm,
adaptation rate µm and controller phase φmod

m respectively.

the effect of the ANC algorithm applied to frequencies 8 Hz and 40 Hz, illus-

trated by the notches in amplitude and expected phase swings of 180◦ at these

frequencies. The open loop phase stays between −180◦ and 180◦ (orange dashed

lines) for gains above 0 dB showing that the system is stable near these fre-

quencies. The phase margins i.e the distances from the −180◦ line when the

amplitude crosses unity gain (0 dB - blue dashed line) are 80◦ and 90◦ at 8 Hz

and 40 Hz respectively as seen from the plot of φOL = arg{H(ω)τ(ω)} in Fig. 2.5.

However, the gain seems to be close to 0 dB near the tuner resonances at fre-

quencies around 250 Hz, when φOL crosses the −180◦ mark with a gain margin

. 2 dB. This prompts the use of a low pass filter with frequency response F(ω)

to attenuate the transfer function at these frequencies as shown by the dotted

lines of Fig. 2.5. The analysis illustrates the effect of tuner resonances far from

the compensation frequencies ωm signaling the need for additional filtering to

ensure stability of the system.
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2.3.3 Performance on a Single Resonance

The performance of the controller in suppressing microphonics detuning de-

pends on the vibrating components. Assuming that the microphonics is gen-

erated by resonant processes for example through thermo-acoustic instabili-

ties or through white noise excitations, the ensemble averaged power spectrum

〈|δ f̃ext(ω)|2〉E of mechanical eigenmodes is given by,

〈|δ f̃ext(ω)|2〉E ≡
∑

v

Γ2
v{

1 − ( ω
ωv

)2}2
+

( ω
Qvωv

)2 , (2.25)

where ωv, Qv and Γv are the frequencies, quality factors and strengths of micro-

phonics detuning. Using this prescription, we simulate the performance of the

controller on vibrations generated by exciting a simple harmonic oscillator with

frequency 40 Hz and quality factor 50 with Gaussian white noise from a ran-

dom number generator with an arbitrary seed. The first panel of Fig. 2.6 shows

a spectrogram of detuning used to test the ANC controller. Assuming that the

tuner transfer function, |τ(ω)| = 1 over all frequencies, the compensated detun-

ing in each iteration is δ fcomp(tn) = δ fext(tn) + upz(tn−1). We simulate the mechanical

performance of the controller-tuner system by iterating through Eq. (2.13) and

(2.5) to calculate the control signal upz(tn) to the actuator, while the sampling

and iteration process generates a group delay D = 2∆t. The performance of the

system is calculated as
√
〈δ f 2

comp〉t/〈δ f 2
ext〉t which represents attenuation of the mi-

crophonics detuning δ fext excited by vibrations. To account for the randomness

of the vibration signal, we perform the ensemble average of attenuation over

100 simulations using different random number seeds, each lasting for a dura-

tion of 10 seconds. While the average of attenuation is shown as the thin blue

line, its 2σ confidence bounds are shaded light blue. We compare the results

of the time domain simulations with the expected performance (orange dashed
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line) of the algorithm calculated semi-analytically using the closed loop transfer

function [Eq. (2.19)] along with the filter response in Eq. (2.16).

Figure 2.6 shows the simulated performance of the ANC algorithm under

varying compensation parameters. The results show that the controller per-

forms its best on average when ωm = ωv, with attenuation progressively getting

worse as we go farther away from ωv. The attenuation shows an asymmetric

dependence on φmod
m about 0◦ reaching a minimum at some non-zero value. Fi-

nally, µm represents the gain in the system and compensation is expected to get

better with larger gain up to the limit given by Eq. (2.23) beyond which the

system becomes unstable. The expected attenuation estimated from the semi-

analytical calculation clearly diverges at µm & π/2, however the results from the

numerical simulations don’t agree. In practice the maximum gain of the sys-

tem will depend on the exact response of the tuner, especially the group delay.

These simulations guide us on how to choose parameters of the ANC during

operations.

2.3.4 Phase Adaptation

The compensation performance of a controller with fixed parameters is depen-

dent on variations in the response of the tuner and fluctuations of the micro-

phonics spectrum. The tuner response may vary from day to day due to pres-

sure variation in the Helium bath while the vibration mechanism may also

change frequency as a function of time. The controller as described in the pre-

vious section will not be able to adapt to such changes, which might limit per-

formance in a dynamic environment. The simulation results in Fig. 2.6 suggests
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that attenuation is a monotonously decreasing function of gain µm, with the sys-

tem becoming unstable beyond a threshold. An adaptive algorithm to optimize

for the value of µm might tend to drive the system towards instability. However,

the controller frequency ωm and phase φmod
m have positions where attenuation

is minimum within the range of values which satisfy the stability conditions.

Consequently, adapting ωm and φmod
m to a changing excitation could potentially

make the algorithm more robust, while making it easier to operate in practice

since it would optimize itself.

The optimization of the ANC system translates to finding the minimum of

the mean square of detuning 〈δ f 2
comp〉 with respect to the phases φmod

m and the

frequencies ωm. We can implement this optimization in the frequency domain

using Parseval’s theorem and Eq. (2.18) to establish a relation with Hm(ω).

〈δ f 2
comp〉t ∝

∫ ∞

−∞

|δ f̃comp(ω)|2dω =

∫ ∞

−∞

∣∣∣∣∣ δf̃ext(ω)
1 +

∑
m Hm(ω)τ(ω)

∣∣∣∣∣2dω (2.26)

We can use this expression with any numerical optimizer to calculate the best

values for the ANC parameters provided that the detuning spectrum f̃ext(ω) and

the tuner transfer function τ(ω) are known. We simulate the performance of this

approach by exciting vibrations at 40 Hz in δ fext with varying quality factors

Qv and different µm in Hm. We use the measured τ(ω) from un-stiffened cavity 3

whose transfer function was shown in Fig. 2.1. Figure 2.7 shows the results from

a simplex optimizer as orange dashed lines, with panels (b) and (d) showing the

optimum values of phase φopt
m as a function of quality factor Qv and adaptation

rate µm respectively. Panels (a) and (c) show the minimum attenuation achieved

by the optimizer.

In order to implement this optimization as a LMS scheme, we will need to

adapt to changing characteristics of microphonics detuning in δ fext and also
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Figure 2.7: Comparison of controller phase optimization for different gains and
quality factors of vibration. (a) and (c) show the best attenuation
reached while (b) and (d) shows the optimum phase as functions of
µm and Qv respectively.

measure tuner response τ(ω) over the relevant frequencies at the same time.

We derive an alternative algorithm which achieves this by solely adapting the

controller phase φmod
m in order to minimize the cost function through gradient

descent, and at the same time, make the controller more robust to changes in

the tuner. The partial derivative of the cost function given in Eq. (2.11) with

respect to φmod
m is given by,

∂C
∂φmod

m
= 2τmδ fcomp(tn)R{Ãm(tn)ei(ωmtn−φmod

m (tn)−π/2)} . (2.27)

This gives us the update rule

φmod
m (tn+1) = φmod

m (tn) − ηmδ fcomp(tn)R{Ãm(tn)ei(ωmtn−φmod
m (tn)−π/2)}, (2.28)

where ηm is the adaptation rate for φmod
m . Figure 2.7 also shows the results from

simulations of this algorithm with microphonics at frequency fv = 40 Hz, with

a tuner response modeled on the same measured τ(ω) for MLC cavity 3. We
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initialized the simulations with the known microphonics frequency fm = fv =

40 Hz, an initial guess for the tuner phase φmod
m = 0 and phase adaptation rate

ηm = −0.0001. We set the controller gain to µm = 0.0006 for the simulations

with varying Qv, and set the quality factor of vibration source to Qv = 50 for

simulations with different µm. The thin blue lines representing the ensemble

average over 80 simulations clearly show the LMS adapted phase deviates from

the simplex optimization outlined in the previous paragraph. The shaded blue

region represents the 2σ confidence bounds. The difference between the in-situ

and the offline optimizations arises from the approximate model [Eq. (2.10)] of

compensated detuning which we used to construct the partial derivative where

the group delay and higher order terms in Eq. (2.7) were neglected. However,

the attenuation obtained from gradient descent closely matches the ideal result,

thus demonstrating the efficacy of this method.

2.4 Results

CBETA uses two SRF cryomodules, one for the injection system and the other

used to execute energy recovery. The injector cryomodule[Liepe et al., 2012,

2011] consists of five 2-cell SRF cavities[Liepe et al., 2010] and is configured to

provide 6 MeV of energy gain to the electron beam for injection into the CBETA

loop and is operated with a low external quality factor due to high beam load-

ing. The main linac[Eichhorn et al., 2014, 2015] on the other hand incorporates

six 7-cell SRF cavities[Furuta et al., 2016] with a design energy gain of 36 MeV

and will be used to execute energy recovery. Operated at QL ≈ 6 × 107 with

solid state amplifiers, the peak detuning which can be tolerated by the main

linac cavities is limited to 54 Hz with a 5 kW rf source, consequently micro-
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Figure 2.8: Microphonics measurements on all cavities of the main linac before
(dashed blue lines) and after(solid orange) the modifications of the
cryogenic system. The dashed lines represent data from the default
configuration for cavities 2, 3, 5 and 6; while the data for cavities 1
and 4 were taken after making the JT and precool valves static. The
solid lines indicate data after the JT and precool valves were made
static and the 5 K adjust valve was fitted with sleeves.

phonics detuning presents a significant operational bottleneck and needs to be

mitigated.

2.4.1 Passive Suppression

The initial microphonics measurements of the main linac cavities showed strong

vibrations at frequencies 8 Hz, 41 Hz and 82 Hz as illustrated in the plots of

RMS detuning in Fig. 2.8. Apart from steady vibrations at these frequencies,
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sudden events resulting in large peak detuning of over 100 Hz were seen in

the un-stiffened cavities 3 and 5 as evident from the histograms. Vibrations can

mechanically couple into the cavities from sources both inside and outside the

cryomodule. In an attempt to find them, we cross-correlated the microphonics

detuning signal with vibration signatures from various machinery. We started

with the rotary and turbo-molecular pumps maintaining the insulation vacuum

in the cryomodule, looking at the effect of power cycling them for brief periods

and eventually calculating the cross-correlation functions. Though the rotary

pump didn’t have any effect, the turbo-molecular pump does induce weak vi-

brations around 820 Hz, consistent with a rotation speed of 50000 rpm. There

are large variable frequency induction motor water pumps on the experimental

floor in the vicinity of the cryomodule, these were also shown to be of no ef-

fect to the microphonics detuning. Further we also measured vibrations from

the large room temperature vacuum pumps controlling the vapor pressure of

Helium inside the cryomodule, showing that these too don’t contribute to peak

detuning of the cavities directly. Besides direct mechanical coupling of vibra-

tions through the cavity supports, pressure fluctuations in the liquid helium

surrounding the cavity also give rise to microphonics detuning. Table 2.1 shows

a summary of the different vibration sources and their relative contribution to

the total RMS detuning in the main linac cavities. In the original configuration,

the pressure variations in liquid Helium accounted for most of the microphonics

in the main linac cavities.
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Source Cavity 1 Cavity 2 Cavity 3 Cavity 4 Cavity 5 Cavity 6
2017 2018 2017 2018 2017 2018 2017 2018 2017 2018 2017 2018

Low Frequency 0.1 0.1 1.2 0 0 0 0 0 1.3 0 2.2 0
Gas Flow 8 Hz 17 1.7 0.8 0.1 2.9 0.1 0 0.1 0.2 0.1 32.4 1.9

Valve 41 Hz 42.1 0.4 44.3 0.1 5.3 0.1 39.4 0.1 16.8 0.6 20.8 0.7
Waveguide 59 Hz 2.4 46.3 0.6 3.4 7.5 78.5 0.7 4.4 0.4 46.9 0.3 7.2

Valve 82 Hz 11.1 2.9 20 1.2 43.7 0.8 16.8 0.7 66 6.9 34.1 4.5
Miscellaneous 27.4 48.7 33.1 95 40.5 20.5 43.1 94.7 15.3 45.5 10.2 85.6

Table 2.1: Contribution from various microphonics sources, listed as percent of total mean square microphonics detuning.
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The cryogenic system of the main linac cryomodule is a modified version

of the TESLA design.[He et al., 2012] Separate vessels house the six cavities and

are supplied with liquid Helium through chimneys by the 2K - 2 phase pipe and

through the precool line connected to the bottom of the vessels. The pressure

exerted by liquid Helium on the cavity walls influences the resonant frequency

of the cavities and needs to be regulated. Slow trends in this pressure give

rise to very low frequency microphonics detuning (. 1Hz) and tight pressure

regulation requires the interplay of two control mechanisms. A Joule-Thomson

(JT) valve maintains the liquid level in the 2K - 2 phase pipe and an external

pump maintains the vapor pressure near 12.5 Torr corresponding to 1.8 K. Two

separate proportional integral feedback loops actuate the JT valve and control

the pump to maintain the liquid level and vapor pressure at their set points

respectively. The system also opens the precool valve when the liquid level

goes below a threshold. Consequently, transients or instabilities in any of these

components may give rise to vibrations in the cryomodule.

Measurements of microphonics detuning and various cryogenic control pa-

rameters showed that movement of the JT and movement of the precool valve

both coincided with the large peak detuning events. The occasional actuation of

the precool valve in response to the Helium liquid level going below a thresh-

old correlated with spikes in a signal from a piezo-electric sensor. However

the occurrence of peak detuning is more frequent, consequently we made both

the precool and the JT valves static and the results of this test are shown in

Fig. 2.9. In the default configuration, the microphonics histogram shows large

peak events which are & 200Hz2, while the peak microphonics detuning be-

2A slight offset in the phase calibration of the field probe signal might have led to this un-
characteristically large value of peak detuning. However all data shown in Fig. 2.9 were taken
with the same calibration settings and so this is a valid verification of the valve actuation effect.
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Figure 2.9: Influence of valve actuation on microphonics detuning of cavity 3
(unstiffened) showing the detuning histogram on the left panel and
the RMS detuning on the right from measurements of duration 800
seconds.

comes ∼ 50Hz with both valves static verifying the proposed mechanism. How-

ever, this configuration doesn’t allow us to have active control on the liquid

Helium level and if the boil off generated due to the thermal load from the

cavities doesn’t equal the rate of in-flow from the supply line, then the liquid

level in the 2K - 2 phase pipe would steadily run away. To avoid this, a heater

attached to the 2K - 2 phase pipe is put on a control loop to provide a mini-

mum dynamic thermal load to substitute for when the cavities are not generat-

ing enough heat and thus boiling off suitable amounts of Helium while stabi-

lizing the liquid level. This results in stable operation while limiting the peak

detuning to ∼ 100 Hz a definite improvement from the original configuration.

Despite the additional detuning introduced due to the operation of the heater,

this is still better than controlling the Helium level using the valves.

Peak detuning was greatly improved when the valves were made static,

however we observed a strong enhancement of the steady state oscillations at

41 Hz which don’t contribute much to the peak detuning but increase the RMS

by a factor of 2. The liquid Helium level control using the heater enhances the
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HotCold

Figure 2.10: Cryogenic needle valve used to regulate Helium flow in the cry-
omodule and the electro-pneumatically actuated valve stem show-
ing attached plastic sleeves filling the space between the stem and
the inner surface of the stalk.

narrow band 8 Hz vibration line. This points to gas flow in the Helium Gas re-

turn Pipe (HGRP) as a possible source for the generation of the 8 Hz vibrations.

Previous operations data further corroborated this fact by showing that the vi-

bration amplitude at 8 Hz is an increasing function of the vapor flow through

the Helium Gas Return Pipe possibly exciting a mechanical eigenmode of the

structure. Pending further investigation into the source, the active compensa-

tion system has been successful in attenuating these vibrations.

Accelerometer measurements of vibration on the 5 K adjust cryogenic valve

stalk yielded significant cross-correlation with the microphonics detuning mea-

surement at 41 Hz and 82 Hz. Figure 2.10 is a schematic of the valve showing

the cold region near the valve orifice which comes in contact with cold Helium

and the warm region which extends outside the cold mass of the cryomodule

and is at room temperature. Delayed heat transfer between the hot and the

cold regions through convection of the Helium gas and conduction through the

valve stalk leads to thermo-acoustic oscillations[Luck and Trepp, 1992] and the
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resulting pressure waves resonate inside the closed space between the valve

stem and the valve stalk. This mechanism of vibrations was first observed in

the LCLS-II cryomodules while testing at Fermilab.[Hansen et al., 2017] Follow-

ing discussions with the Fermilab team, we inserted sleeves made of a cryogenic

compatible PEEK plastic material on the stem to restrict the gas flow and sup-

press vibrations.[Banerjee et al., 2018]
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Cavity Stiffened df/dp Peak Detuning (Hz) RMS Detuning (Hz)
(Hz/Torr) Original JT and Precool 5 K Adjust Original JT and Precool 5 K Adjust

Static Modified Static Modified

1 No 38 N/A 78 30 N/A 13.6 5.0 (4.7)
2 Yes 15 18 N/A 25 4.4 N/A 4.6 (2.4)
3 No 46 2801 100 50 11.2 20.8 10.7 (10.3)
4 Yes 17 N/A 17 20 N/A 4.4 3.7 (2.4)
5 No 33 1631 N/A 41 12.7 N/A 6.9 (6.3)
6 Yes 19 30 N/A 18 5.0 N/A 3.2 (2.5)

Table 2.2: Microphonics measurements before and after cryogenic system modifications for both stiffened and un-
stiffened cavities. The third column shows the pressure to detuning coefficient df/dp. RMS detuning is cal-
culated from the detuning histograms except for the values in brackets which are obtained from the spectrum
plots and are band limited to 200 Hz.
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Table 2.2 shows a summary of the microphonics measurements on all cavi-

ties in different configurations of the cryogenic system. The peak detuning on

all unstiffened cavities(Fig. 2.8) showed a significant reduction after the 5 K ad-

just valve was modified. Table 2.1 also demonstrates a significant reduction in

the fractional contribution to the net mean square detuning from this instabil-

ity at 41 Hz and 82 Hz. However, we measured a new vibration line at 59 Hz

which wasn’t seen during our previous tests. The results from cross-correlation

measurements of the microphonics detuning and accelerometer signals indicate

that 59 Hz vibrations from an external source are being mechanically coupled

into the cryomodule through the newly installed waveguides. The new source

significantly contributes to mean square detuning on all the unstiffened cavi-

ties as shown in Tab. 2.1. Cavity 3 is affected the most with the highest peak

detuning (∼ 50 Hz) among all others and this was an excellent candidate for

testing the active compensation system. Nevertheless, these 59 Hz vibrations

were eventually decoupled from the cryomodule as explained in Chap. 3.

Stiffened cavities did not show a significant reduction in peak microphon-

ics detuning after the change in the cryogenic system, with an increase being

shown by cavities 2 and 4 even when the RMS diminished for cavity 4. Fig-

ure 2.8 shows results from microphonics measurements on these cavities. The

histogram of detuning for cavity 2 and cavity 4 shows a flat top, indicating de-

viations from Gaussian white noise. The spectrum plot shows substantial vibra-

tion energy localized around 41 Hz and the 82 Hz corroborating this observation

and the thermo-acoustic oscillations are indeed the reason as discussed earlier.

The spectrum plots further indicate a reduction of the energy after valve modifi-

cation in the same frequency bands, along with a net decrease in RMS detuning

up to a vibration frequency of 200 Hz which is the limit of the data set. How-
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ever, the width of the histograms also related to the RMS seems unchanged for

cavity 4 and shows an increase in cavity 2 after valve modification seemingly

contradicting the frequency domain observations. This apparent disagreement

of the RMS detuning obtained from the histogram and the spectrum plots are

listed in Tab. 2.2. While the estimates agree for un-stiffened cavities, there is

a significant difference for the stiffened cavities. The missing vibration energy

could be accounted for by the excitation of high frequencies (& 200 Hz), possibly

the mechanical eigenmodes of the cavity along with measurement noise. Unfor-

tunately the raw signals were not recorded during this experiment rendering us

unable to analyze this in more detail.

2.4.2 Active Compensation

Passive measures of mitigating the vibration sources is the preferred method

of reducing microphonics detuning. However active control is also necessary

to temporarily restore operating gradient until the source is mitigated and to

improve the margin of rf power consumption in the presence of existing mi-

crophonics detuning. We implemented the narrow band ANC algorithm in the

Cornell Digital Low Level rf control system [Neumann et al., 2011, Liepe et al.,

2005] for this purpose. Figure 2.11 presents a simplified diagram of the rf sys-

tem showing the relevant signal paths. We mix the rf signals from the cavity

with an internal frequency reference to generate a baseband signal at 12.5 MHz.

The field control loop runs at this frequency in a Field Programmable Gate Ar-

ray (FPGA) which measures the amplitudes and phases of the field and the

forward power, while the difference of the phases is used to determine the net

microphonics detuning δ fcomp. The processed detuning and field data are then
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Figure 2.11: Simplified diagram of the setup used during routine Linac opera-
tions for CBETA showing the Cornell Low Level Radio Frequency
control system and associated rf equipment.

transferred to a Digital Signal Processor (DSP) (ADSP TS201) which we use to

execute resonance control. The modified ANC algorithm [Eq. (2.13), (2.28) and

(2.5)] is executed inside the DSP for each microphonic spectral line at ωm. The

output of all the individual controllers um are summed and sent to the piezo-

electric actuator. Besides the modified ANC algorithm proposed in this chapter,

the DSP also incorporates LFD compensation and Proportional Integral control

on low frequency microphonics.

The implemented ANC algorithm requires prior knowledge of the frequency

content of external vibrations but does not require any measurement of the

tuner transfer function at the frequencies of interest. We first measure the spec-

trum of microphonics detuning and determine which frequencies we want to

compensate. The algorithm is then applied separately on each of these known

excitations at ωm. It requires two additional parameters, the gain µm and phase

adaptation rate ηm as described in Eq. (2.13) and Eq. (2.28) respectively for each

of these excitations. To determine an optimum setting, we start with small num-

bers for µm and ηm until we start observing some effects on the net microphon-

ics detuning, increasing µm until the feedback loop becomes unstable. At the
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Figure 2.12: Effect of active microphonics compensation on two un-stiffened
cavities of the main linac. The dashed lines represent data with-
out active suppression while the bold lines show the performance
with ANC turned on. The first two sets of data were taken before
valve modification while the last data set was taken after.

same time, we minimize the peak detuning by optimizing the value of ωm which

strongly determines the performance. We set µm to half of the maximum stable

value to give us a suitable gain margin, and observe the controller phase φm as

a function of time. We set ηm so that the phase settles to the optimum value on

average within a few minutes at the same time showing a noise level within

±10◦. This process is repeated for each frequency we want to compensate, while

the overall performance of resonance control depends on the quality factors of

vibrations as illustrated in Fig. 2.7.

We have used the ANC algorithm during various stages of rf commission-

ing to attenuate microphonics and the results from un-stiffened cavities of the

main linac are shown in Fig. 2.12. Before we modified the 5 K adjust valve, com-

pensation was applied to 41 Hz and 8 Hz on un-stiffened cavities 1 and 3. The

algorithm was successful in attenuating 41 Hz in both cavities 1 and 3 but was

not effective on 8 Hz vibrations in cavity 3 as illustrated by the spectrum plots

probably because the compensation frequency was not set precisely. These nar-

row band vibrations were a major contribution to microphonics detuning and
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Figure 2.13: Effect of active microphonics compensation on two stiffened cav-
ities of the main linac. The dashed lines represent data without
active suppression while the bold lines show the performance with
ANC turned on.

their decrease also reduced the peak detuning. After we modified the 5 K adjust

valve, we found the major source of microphonics detuning to be at 59 Hz. The

ANC algorithm was successful in suppressing these vibrations in cavity 3. The

attenuation of spectral lines are further validated by the RMS detuning as listed

in Tab. 2.3. The success of the algorithm indicates that those vibration lines were

not in the vicinity of mechanical eigenmodes of the tuner-cavity system which

would have limited the effectiveness of the system as explained in Sec. 2.3.

The results of using the system on stiffened cavities is shown in Fig. 2.13.

The algorithm was applied to cavities 4 and 6 for the frequencies 8 Hz and 41 Hz

with additional attenuation of 82 Hz on cavity 6. While the ANC successfully

reduced peak detuning from 30 Hz to 15 Hz in cavity 6, the measurements on

cavity 4 indicate no reduction of peak detuning even though the RMS detun-
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Figure 2.14: Cumulative peak detuning as a function of frequency for cavity 4
before valve modification showing the effect of active noise control
system.

ing is attenuated as seen from both the histogram and the spectrum plot. To

understand which frequencies actually contribute to peak detuning, we Fourier

transform the raw signal and zero all components beyond a certain vibration

frequency and then find the peak detuning of the inverse transformed signal.

Figure 2.14 shows the cumulative peak detuning as a function of the vibration

frequency threshold. When the ANC is off, 41 Hz and 82 Hz contribute most

to the peak detuning as indicated by the large steps when we include these

frequencies in the peak calculation. When we turn on compensation, the con-

tribution from both these frequencies are reduced but a new mode at 102 Hz

appears which accounts for almost half of the peak detuning but appears as a

shallow step in the spectrum plot, illustrating it’s transient nature. These ad-

ditional spectral lines generated by the ANC controller point to transients pos-

sibly generated by the non-linear phase adaptation process. Nevertheless, the
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Run Description Peak Detuning (Hz) RMS Detuning (Hz)
ANC
Off

ANC
On

ANC
Off

ANC
On

Cavity 1 with JT and
precool static

78 45 13.6 9.1

Cavity 3 with JT and
precool static

100 57 20.8 11.7

Cavity 3 with JT and
precool static and 5 K
adjust valve modified

50 22 10.7 4.6

Cavity 4 with JT and
precool static

17 19 4.4 2.4

Cavity 6 in original con-
figuration

30 15 6.4 3.4

Table 2.3: Results of using the Active Noise Control system on various cavities
during different stages of commissioning.

ANC algorithm is well suited for compensating narrow band vibrations in both

stiffened and un-stiffened cavities as evidenced from the performance listed in

Tab. 2.3.

The stability and robustness of the algorithm is demonstrated by compara-

tively long periods of stable operation with the same settings on different days.

The observations shown in Tab. 2.3 are taken from data sets of at least 800 sec-

onds measured for cavities inside a cryomodule connected to a production level

cryogenic system unlike previous work primarily focused on test facilities. We

achieved stable operations of over a few hours without spontaneous trips on

all cavities with the ANC system active. We also successfully used it on cavity

3 during beam operations for the CBETA Fractional Arc Test which helped us

achieve an energy gain of 8 MeV using a forward power below 5 kW which

would not be possible without it. Once the settings were determined using the

procedure explained earlier, resonance control was turn key with no tweaking

required on subsequent days of operation which highlights the robustness of
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the system.

Lorentz Force Detuning (LFD) and mechanical coupling between different

cavities in the cryomodule can be further sources of detuning which affect the

operation of a resonance control system. The field dependence of LFD leads to

decrease in the resonant frequency when the cavity field is ramped up. Large

microphonics events generating a sudden increase in the resonance frequency

of the cavity can lead to reduction in fields, LFD can in turn detune the cavity

further in the positive direction amplifying the effect of the microphonics. Such

an instability will lead to a catastrophic fall in cavity field and subsequent beam

loss in an accelerator. However, in high Q machines the filling time of narrow

bandwidth cavities can be sufficiently large, of the order of tens of milliseconds,

slowing down the field decrease. This along with the presence of a high gain

feedback loop on the field can be enough to avoid such an instability from de-

veloping. In all our operations till now, we have not used any feed-forward

control of detuning and simple integral control of detuning has been enough to

compensate for LFD when the field is ramped slowly. Further, the resonance

control system of neighboring cavities did not interact with each other during

the course of normal operation since we have bellows mechanically isolating

the cavities. This eliminates the need to account for such effects. The reso-

nance control system described in this chapter is thus a stable way of reducing

peak detuning when mitigation of vibration sources is not an option and has

been used in various stages of rf commissioning which is the subject of the next

chapter.
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CHAPTER 3

RF COMMISSIONING

The Main Linac Cryomodule (MLC) is responsible for accelerating the injected

beam in CBETA and recovering the energy of the used beam. This chapter de-

tails the commissioning process of the first narrow bandwidth (QL & 107) SRF

linac ever operated with beam. While the previous chapter focused on the cru-

cial aspect of active suppression of microphonics detuning, in this chapter we

outline the major steps for commissioning this SRF linac including set up and

operation of the high power rf system, the cryogenic system and finally the

control system which regulates the accelerating fields in the cavities. The exper-

imental measurement of the energy recovery process in the main linac is also

presented which we use to calculate the power balance efficiency achieved in

the current commissioning stage of CBETA.

3.1 Introduction

CBETA incorporates two SRF linacs operating in cw, one for the injection system

and the other used for energy recovery. The injector cryomodule[Liepe et al.,

2011, 2012] consists of five 2-cell SRF cavities[Liepe et al., 2010] and is configured

to provide a 6 MeV electron beam for injection into the CBETA re-circulation

loop. The injector cryomodule has been commissioned in multiple stages, fi-

nally reaching a peak operating current of 70 mA in 2013[Dunham et al., 2013].

The main linac[Eichhorn et al., 2014, 2015] on the other hand incorporates six 7-

cell SRF cavities[Furuta et al., 2016] with a design energy gain of 36 MeV. Initial

commissioning of the cryomodule included the first cool-down[Eichhorn et al.,
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2016] during which various thermo-mechanical properties of the cryomodule

were measured including precision alignment of the beam-line and the results

were compared with model specifications. This was followed by initial cav-

ity testing at the operating temperature of 1.8 K to determine QL and Q0 v/s

E[Furuta et al., 2017] followed by the first microphonics measurements[Ge et al.,

2017]. These tests were followed by a warm-up for re-location of the cryomod-

ule to it’s final position for CBETA and a subsequent cool-down at the new

position in preparation for beam operation.

The commissioning process started with testing the various linac subsys-

tems involved in beam operations. The second section describes the evaluation

of high level rf components used to provide rf energy to the cavities, the com-

missioning of the Low Level RF (LLRF) system and the cryogenic system. The

next section details the process of rf commissioning, including cavity tuning,

control system configuration and performance measurement of the main linac.

The last section describes measurements of beam loading and energy recovery

during 1-turn high-current operations of CBETA.

3.2 Linac Subsystems

The main linac cryomodule is based on the TESLA design but is optimized for

cw energy recovery operation. The cryomodule incorporates six 7-cell SRF cav-

ities operating in a Helium bath maintained at 1.8 K, each attached to a funda-

mental input coupler capable of providing cw 10 kW at 1.3 GHz. The beamline

includes 7 dielectric absorbers to dissipate away the substantial Higher Order

Mode (HOM) powers expected to be generated during operation at 320 mA of
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Figure 3.1: Typical rf power arrangement for one MLC cavity.

total re-circulating beam current through the cryomodule. For this initial phase

of commissioning limited to tens of micro-amps, the critical milestones were the

operation of the rf sources and the associated equipment, cavity resonance sta-

bilization and the demonstration of the cryogenic system being able to handle

the generated heat load from the fundamental mode.

3.2.1 High Level RF

All six cavities of the MLC are powered by individual Solid State Amplifiers

(SSA) connected to the cavity through a directional coupler, circulator and a 3-

stub waveguide tuner as shown in Fig. 3.1. There are two sets of high power rf

components capable of 5 kW and 10 kW for stiffened and un-stiffened cavities

(Fig. 3.10) respectively. All these components were tested to full power in order

to understand their characteristics and verify operational readiness.

The solid state amplifiers manufactured by SigmaPhi Electronics are built

using a modular approach as shown in Fig. 3.2. In each of the six amplifiers, the

input signal is first amplified using a rf pre-amplifier module, the output is then

split and sent to individual amplifier modules each capable of generating ≈ 2 kW.
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Figure 3.2: Individual components of the solid state amplifiers. From left to
right: SSA cabinet, the placement of the power modules, a single
water-cooled module and an internal pallet respectively.

The 10 kW SSA has six modules while the 5 kW unit has three. Each of the

water-cooled 2 kW modules is comprised of four rf pallets, which are individual

electronic boards with a single 500 W 1300 MHz power transistor, a circulator

and matched load. The modular design of the SSA improves the reliability of the

system since it can continue to operate with multiple failed rf power transistors.

The power generated, Po in the presence of multiple transistor failures is given

by,

Po = Pt

(N − N f

N

)2

, (3.1)

where Pt is total power without transistor failures, N and N f are the total num-

ber and the number of failed transistors respectively. The power output from

these modules are combined and routed through a waveguide directional cou-

pler which is used by the SSA for internal monitoring and is also available to

the cavity control system for measurement and control purposes.

In the presence of low beam loading, the fundamental input couplers reflect

almost all the forward power sent into them which can be seen by plugging in

Ib = 0 in Eq. (1.34) As a result, rf circulators are used with each SSA in order

to protect them from a full power reflection and their arrangement is shown in

Fig. 3.1. Typical rf power circulators are three port devices. Power goes into

port 1 and out of port 2 while the reflected power comes back to port 2 and
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Figure 3.3: Rf circulator used for the MLC RF system.

gets directed to port 3 which is connected to an external matched load. The

circulators used for the MLC shown in Fig. 3.3 use an integrated water-cooled

ferrite load which forms an inner conductor installed in the tapered waveguide

shown to the left of the image. It is fitted with two 1 inch aluminum screws

for isolation tuning. The screws have a plastic piece on the internal end that

prevent electrical shorting between the tapered waveguide and the ferrite load.

The high level rf system for each cavity were evaluated individually by in-

jecting a cw drive signal from a standalone rf generator into the SSAs. In the

test setup, the waveguide feeding the input coupler of the cavity was shorted to

achieve full reflection back into the circulator. The forward and reflected powers

were measured in 1 kW increments using the internal SSA directional coupler

connected to external power meters. Several failures happened in the first stage

of testing. A damaged internal RF cable (Fig. 3.4) led to the failure of a single

rf power module on a 5 kW SSA. The initial power tests also exposed problems

with the circulators
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Figure 3.4: Damage to an internal cable connecting a single module to the power
combiner in a 5 kW SSA which led to the failure of the associated
power module.

As the power was increased during initial tests, we observed spikes in the

temperature of the load tuning screws on all the circulators of as much as 90◦ C.

This was accompanied by an increase in power routed back into the SSAs,

shown as Pssa
r in Fig. 3.1. A visual inspection of the internal surfaces of the cir-

culator after the test showed severe disintegration of the plastic on the screws.

In several circulators, the plastic was completely vaporized and condensed on

the circulator ferrites as pictured in the first panel of Fig. 3.5. In addition, the

ferrite loads were also damaged with the appearance of broken ferrite tiles (sec-

ond panel) and in some cases severe pitting of the ferrite load substrate (third

panel) caused by arcing triggered by the presence of the dielectric residue. The

cause was eventually traced to a manufacturing error, where a dielectric with

high loss tangent was used instead of the design material. Even though this

damage severely limited the rf power which could be used for operations, we

successfully completed the initial commissioning stage of CBETA with mitiga-

tion measures put in place.[Gulliford et al., 2019]

After the repair of the circulators and the damaged power amplifier, the high

level rf system was successfully tested to full power. Figure 3.6 shows the final

measurements. While odd numbered SSAs capable of 10 kW, power unstiffened
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Figure 3.5: Images from damaged circulators. From the left, the panels show
ferrites on a 5 kW circulator contaminated with plastic insulator ma-
terial, damage to the load plates on a 10 kW and a 5 kW circulator
respectively. The rightmost panel shows a damaged screw and its
replacement.
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Figure 3.6: Transfer function measurement of the individual SSAs used for pow-
ering six 7-cell cavities after all components were repaired. The left
and right panels show Pssa

f and Pssa
r as a function of input power re-

spectively.

cavities, the even numbered ones capable of 5 kW power the stiffened cavities.

The maximum power output of the SSAs in the left panel are consistent with

the desired values, while the power reflected back into them is less than 150 W

which is well within the capability of the circulators and the matched loads

internal to the SSAs themselves. These measurements indicate satisfactory per-

formance of all components of the high level rf system used to power individual

cavities of the MLC.
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3.2.2 Low Level RF

Figure 3.7 presents a simplified schematic of the MLC rf system, showing the

Low Level Radio Frequency system, high power rf components and clock dis-

tribution with the important signal paths. The LLRF system is responsible for

maintaining stable accelerating fields in each cavity with a constant amplitude

close to a desired set-point and a constant phase with respect to the timing of the

beam. This control is achieved using a Proportional Integral (PI) control loop

implemented in the Cornell Digital LLRF system[Liepe et al., 2005, Neumann

et al., 2011]. Until quite recently, directly digitizing and controlling a 1.3 GHz

rf signal has not been possible. Hence, the LLRF works at an intermediate fre-

quency (IF) of 12.5 MHz which is phase-locked to a 1.3 GHz master oscillator

which also times the bunches generated by the photo-injector . All rf signals are

mixed down to the IF and converted to phasors for processing in the system.

The mixer responsible for the field signal is represented as the solid blue circle

with a × symbol in Fig. 3.7. The PI control loop then uses the measured field

phasor and outputs a drive phasor to restore the field to the set-point. The out-

put phasor is then fed into a vector modulator which converts the phasor a back

to 1.3 GHz which is sent to the amplifier.

The LLRF system uses the measured value of the field phasor Ṽc, the for-

ward Ĩ+ and reflected Ĩ− wave phasors which were discussed in Sec. 1.3. How-

ever, the actual measurements are in the form of integers corresponding to the

digitized level of the input signal. Hence, a calibration process is required to

determine the scale factors for the signals measured. In addition, the different

cable lengths, mixers, circulators and other rf components introduce unknown

phase shifts into the measurement which need to be accounted for to establish
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Figure 3.7: Simplified diagram of the MLC RF control system showing the var-
ious components of the LLRF system (purple dashed rectangle), the
high power rf components (blue dashed rectangle) and the clock dis-
tribution system.(green)

control stability. Hence, the LLRF also incorporates adjustable rotation matri-

ces which can be used to rotate the measured phasors before being used by the

control loop. Control system commissioning includes setting all the the con-

trol parameters for optimum operation including rotations and feedback gains

along with calibration of the various signal paths in the system.

The calibration of various signals used by the LLRF system involves finding

the scale factors which are used to convert the raw Analog to Digital Converter

(ADC) readings into physical units including various powers in kW and the cav-

ity voltage in kV. We first calibrate the forward and reflected powers by using

the same setup used to test the high power rf components, i.e leave the waveg-

uide shorted so that power does not enter the cavity. To calibrate the forward

power channel, we first measure the total attenuation of the signal path from

the directional coupler into the mixer using a network analyzer. By applying a

known excitation to the SSA, we then read the phasor measured by the LLRF
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system in terms of ADC counts. Using these measurements we can evaluate the

scale parameter K (in kW/count2) as K = P/A2, where P is the measurement

from a calibrated power meter in kW and A is the time averaged un-scaled am-

plitude measured by an ADC channel in the LLRF system. We follow the same

procedure for P f , Pr and Pssa
r . The field phasor on the other hand is calibrated

later in the commissioning process using the beam.

3.2.3 Cryogenic System

The cryogenic system of the main linac cryomodule is shown in Fig. 3.8.[He

et al., 2012] An external Heat Exchanger (HEx) and cryogenic distribution sys-

tem supplies liquid Helium to the cryomodule through the 2K Supply (or pre-

cool) line shown to the left of the schematic. Separate vessels house the six SRF

cavities which are supplied liquid Helium (dark pink in schematic) on the top

through chimneys by the 2 K - 2 phase pipe. The precool line at the bottom of

the Helium vessels can also supply or vent Helium during warm-up and cool-

down. The pressure exerted by liquid Helium on the cavity walls influences the

resonant frequency of the cavities and needs to be regulated. Slow trends in this

pressure give rise to very low frequency microphonics detuning (. 1 Hz) and

tight pressure regulation requires the interplay of two control mechanisms. The

Joule-Thomson (JT) valve allows the flow of liquid into the 2 K - 2 phase pipe

thereby controlling the liquid level in the Helium vessels, while the vapor rises

through the chimney into the Helium Gas Return Pipe (HGRP). The vapor exits

through the 1.8 K return line into four warm compressors which maintain the

vapor pressure (and temperature of the cavities) by pumping away the vapor

created by the dissipated heat from the cavities. Two separate PI control loops
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Figure 3.8: Schematic of the cryogenic system inside the MLC. Light and dark
pink represent areas of gaseous and liquid Helium respectively
which directly cools the cavity, while the lines colored green cool
other parts of the cryomodule.

actuate the JT valve and controls the speed of the warm compressor to maintain

the liquid level and vapor pressure in the 2 K - 2 phase pipe at their set points

respectively. During operations these also induce mechanical vibrations.

The optimization of the cryogenic system aims to reduce microphonics de-

tuning while maintaining a stable operating temperature and pressure for the

cavities in the presence of variable heat loads. The modification of the cryogenic

needle valves (JT, precool and 5 K adjust) to reduce thermo-acoustic oscillations

have already been discussed in the previous chapter. In this section, we describe

two separate procedures which are used to operate the cryomodule under the

nominal heat load with minimum induced vibrations during operations and

during idle times. While idling, the aim of the optimization is to maintain a

fixed bath pressure of 12.5 Torr in order to maintain the resonance frequency of

the cavity while using minimum effort from the refrigeration system. To this

effect, the JT valve is kept open at a low setting to account for the static heat

load and only one warm compressor is operated at its minimum speed setting
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to pump the heat away. A bypass valve is used to optimize the flow of Helium

gas and hence maintain the required pressure. During the start of CBETA oper-

ations, more warm compressors are turned on depending on the expected heat

load and the JT valve is opened to a larger setting to allow more liquid into the

Helium vessels. Initially, a heater is used to balance the total heat load while

the cavities are ramped to their nominal fields. As the cavities reach their peak

heat loads, this heater is turned off and a controller automatically adjusts the

speed of the compressors in order to maintain the required operating pressure

of 12.5 Torr. This arrangement minimizes microphonics detuning of the narrow

bandwidth SRF cavities, which greatly improves stability of the accelerating

field.

The ability of the cryogenic system in sustaining a heat load is indicated

by the speed with which the warm compressors have to operate in order to

sustain the fixed vapor pressure of 12.5 Torr. While there are four compressors

available to handle the heat load, only two are used during routine operations.

The performance of the cryogenic system during normal CBETA operations as

illustrated in Fig. 3.9, show that both compressors never exceed 50 % of their

maximum speed.

3.3 RF Commissioning

Once the operation of all the linac subsystems were validated, then each individ-

ual SRF cavity was commissioned to achieve the nominal accelerating gradient.
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Figure 3.9: Warm compressor(blower) speeds (percentage of maximum) as
functions of time during typical operations of the MLC at 36 MeV
energy gain.

3.3.1 Cavity Tuning

The CBETA rf system and the photo-injector are synchronized to a master os-

cillator with a design frequency of 1.3 GHz and all SRF cavities need to be in

resonance at this frequency. The tuning angle φt which is the phase difference

between the field phasor Ṽc and the forward power phasor Ĩ+ is used to measure

the detuning δ f of the cavities. Using Eq. (??) and (1.31) from Chap. 1 we get,

φt ≡ arg
Ṽc

Ĩ+

= tan−1
{
QL

( ω
ω0
−
ω0

ω

)}
, (3.2)

where ω and ω0 are the master oscillator frequency and the resonance frequency

of the fundamental mode respectively. In the regime of detuning δω ≡ ω − ω0

much smaller than the resonant frequency of the fundamental mode,

δ f =
f

2QL
tan φt , (3.3)

where f is the clock frequency of the rf system. The cavities are adjusted using

a tuner system which mechanically deforms them into resonance i.e. δ f = 0.

The tuning range of each cavity is different due to variability in fabrication and

80



Figure 3.10: Main linac cavities used in the CBETA project. A is an unstiffened
cavity, while B has stiffening rings welded on to it.

need to be measured. In the MLC, three out of the six cavities are mechanically

stiffened by welding metal rings (Fig. 3.10) on to them which makes them less

susceptible to pressure changes in the Helium bath.[Posen and Liepe, 2012b]

However at the same time, the extra stiffness leads to a reduced tuning range

and in MLC cavity 6, we couldn’t tune it to above 1.3 GHz - 80 kHz. Except

for one cavity in the SRF injector which we detuned far from resonance, we

tuned all others to the new master oscillator frequency of 1.2999 GHz and re-

optimized the beam optics for operation although with some minimal penalty

on the emittance of the injected beam.

Apart from the mean resonance frequency, transient deformations can also

detune the cavities. One source of time dependent forces is the interaction of

the cavity magnetic field with the currents induced in the walls. This leads to

Lorentz Force Detuning δ fLFD which is a function of accelerating gradient Eacc

given by,

δ fLFD = −KLFDE2
acc (3.4)

where the minus sign indicates that the resonance frequency decreases with

increase in field and KLFD is a constant with a typical value of 1 Hz/(MV/m)2.

Ramping up the accelerating field to the nominal value thus detunes the cav-
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ity by ≈ 55 Hz which is more than twice the loaded cavity bandwidth. We

use a piezo-electric actuator driven fast tuner to compensate for such transient

changes.[Posen and Liepe, 2012a]

Vibration driven microphonics detuning is the most important transient per-

turbation in the rf system which leads to fluctuations primarily in the phase of

the electric field. The maximum forward power P+ required to sustain an accel-

erating voltage Vc under a detuning δ f (revisited from Chap. 2) is given by,

P+ =
V2

c

8 R
Q QL

{
1 +

(2QLδ f
f

)2
}
. (3.5)

Using the parameters for the MLC cavities (QL ∼ 6 × 107 and R/Q ∼ 387 Ω), we

can estimate that the peak microphonics detuning must be kept below 54 Hz in

order to sustain a cavity voltage of 6 MV per cavity using a 5 kW power source.

Chapter 2 details the microphonics suppression of the MLC cavities including

the use of an active control system to compensate for narrow bandwidth vibra-

tions.

One major source of microphonics detuning during the final stages of com-

missioning was mechanical coupling of external vibrations into the cryomodule

through the waveguides. This source affected cavity 3 the most, generating the

highest peak detuning (∼ 50 Hz) among all others. While initially the reso-

nance control system was used to actively compensate for the 59 Hz vibrations,

we eventually reinforced the waveguide structure to reduce the vibration cou-

pling. Damping material was also introduced in between the waveguide and

its support to absorb the vibration energy. The reinforcements and the waveg-

uide arrangement is shown in Fig. 3.11. Similar mitigation strategies were also

applied to cryogenic pipelines and other structures in order to lower the peak

microphonics detuning to 23 Hz among all cavities.
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Figure 3.11: Arrangement of waveguides(gray) and reinforcements(green).

3.3.2 Control System Configuration

The initial commissioning of the MLC after setting up the high level RF and

cryogenic systems involved calibrations of various signal paths, configuring the

LLRF system with default parameters and then tuning the cavities to resonance

from their warm-up positions. While this process needs to be done only once,

we still need a daily start-up procedure to account for various drifts in the ma-

chine. This subsection documents the approach we follow to prepare the MLC

for beam operations. While the initial commissioning was completed manually,

most of these steps are automatically executed for routine operations using a

dedicated sequencer capable of rudimentary error handling. Such automation

has also been used elsewhere[Geng, 2017]. Repeating these procedures every-

day ensures stable operations.

Step 1: Cavity tuning is initially achieved with the stepper motor based slow
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Figure 3.12: Theoretical calculation of accelerating voltage as a function of tuner
position showing the effect of Lorentz Force Detuning (LFD) on the
resonance curve.

tuner in order to obtain resonance at the clock frequency of 1299.9 MHz. We first

used a network analyzer to tune the cavity within 10 kHz of the clock frequency

at low field while we use the LLRF system in constant power mode to fine tune

the cavity to within a few Hz of resonance on average. The aim of the tuning

process is to maximize the field signal which gives us the resonance position.

To highlight the effect of using different power settings, the resonance curve as

influenced by LFD is illustrated in Fig. 3.12. At 100 W, a non-linear behavior is

noted, where LFD self-consistently affects the resonance frequency of the cavity

and the hence the field itself. With a forward power of 10 W, the effects of LFD

are negligible, and the field at resonance is ∼ 1.3 MV making this the standard

tuning procedure. An automatic tuning algorithm based on a decision tree ap-

proach was developed which is capable of handling the hysteresis of the tuner

movement and includes safety features not to overdrive the tuner. Fig. 3.13

shows the performance of this algorithm on four cavities illustrating how the

algorithm can recover even after going through the resonance peak. This step is

a prerequisite for subsequent procedures which requires a well tuned cavity.

Step 2: The Digital to Analog Converter (DAC) output used in the LLRF sys-
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Figure 3.13: Performance of the automatic coarse tuning algorithm. The graph
shows how the accelerating voltage changes as the algorithm pro-
gressively tunes four cavities of the MLC to resonance in multiple
iterations.
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Figure 3.14: Square of the amplitude of parasitic field inside cavities as functions
of change in DAC offsets for in-phase ∆I (left panel) and quadrature
∆Q (right panel) components of the output phasor.

tem to drive the vector modulator may have some offset due to manufacturing

differences and temperature variations. This leads to some non-zero forward

power being injected into the cavity even when the output is set to 0 leading to

a parasitic field appearing in the cavity when the feedback loop is not active. To

account for the offsets, both the in-phase I and the quadrature Q components of

the output phasor are shifted by a programmable offset in the LLRF. We measure

the square of amplitude of the parasitic field as a function of offset as shown in

Fig. 3.14 setting the optimum value at the position of minimum residual field.
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Step 3: The LLRF system implements various trips which turn off rf power

going into the cavity in case of a situation which might damage the rf system.

Setting the various trip parameters is an important step in commissioning the

cavities. There are three categories of trip parameters which we have to set.

The Klystron (SSA) trip parameters set the threshold for the maximum power

reflected from the circulator into the SSA. The Power trip parameters are thresh-

olds on the maximum forward and reflected power, while quench detection re-

lies on a sudden but sustained fractional decrease in reflected power. Finally,

we set the Field trip parameters which control the maximum field tolerated by

the system after step 7. The important trip parameters and their usage are listed

in Tab. 3.1.
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Category Name Units Description

Klystron
(SSA)

SSA Reflected Power
Scale

kW/count2 Calibration factor for power reflected from the
circulator into the SSA.

Max. power kW Maximum power threshold for Klystron trip.
Power Cavity Forward Power

Scale
kW/count2 Calibration factor for forward power into the

cavity.
Scale Factor Ratio Re-
flected to Forward

Ratio of reflected and forward power calibration
factors.

Max. Forward Power kW Maximum forward power threshold for Cavity
Max Forward trip.

Max. Reflected Power kW Maximum reflected power threshold for Cavity
Max Reflected trip.

Fractional Decrease Trip
Level

The fractional decrease threshold for reflected
power for a Cavity Reflected Quench trip.

Max. Loop Count Units of
10µs

Time to wait before declaring a Cavity Reflected
Quench trip.

Field Field Square Scale (kV/count)2 Calibration factor for square of field.
Field Amp Square (kV)2 Threshold for Max Cavity Power trip.

Table 3.1: Trip parameters used in each SRF cavity of the MLC.
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Figure 3.15: Data recorded to measure field rotation. The first panel shows the
change in 2 K pressure as we increase the forward power. The sec-
ond and the third panel show the voltage and phase as functions of
forward power respectively on all cavities. The dashed lines repre-
sent fits to the data using Eq. (3.6) and (3.7).

Step 4: The phase rotation of the field signal due to the cable length between

the field probe and the control system influences the stability of the field control

loop. It also directly affects measurement of the tuning angle φt. Substituting

Eq. (3.3) into Eq. (3.5) and including an unknown phase offset φ0, we get

P+

V2 =
sec2(φ̄t + φ0)

8 R
Q QL

, (3.6)

where φ̄t is the tuning angle before correction. This relation is used to fit cavity

voltage and phase data as a function of forward power as illustrated in Fig. 3.15,

with phase offset φ0 being one of the fit parameters. We have incorporated this

procedure in our sequencer to set the phase rotation to ensure correct micro-

phonics measurement and optimized field stability.

We can also use this same measurement to characterize LFD and pressure

sensitivity of the cavities. Once the unknown phase offsets are determined, we

can use it calculate net detuning as functions of cavity voltage V and 2 K Helium

vapor pressure p. Consequently, we can fit the detuning to a model,

δ f = δ f0 − KLFD
V2

L2 +
d f
dp

(p − p0) , (3.7)

where δ f0 is a constant offset, KLFD is the LFD coefficient, L is the active length
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Cavity Stiffened d f /dp KLFD

Hz/Torr Hz/(MV/m)2

1 No 37.4 ± 0.6 1.52 ± 0.02
2 Yes 18.3 ± 0.2 1.35 ± 0.01
3 No 47.1 ± 0.4 1.41 ± 0.01
4 Yes 17.4 ± 0.2 1.21 ± 0.01
5 No 38.8 ± 0.4 1.30 ± 0.01
6 Yes 11.7 ± 0.7 1.57 ± 0.08

Table 3.2: Pressure sensitivity and Lorentz Force Detuning coefficients as calcu-
lated from cavity voltage and phase data shown in Fig. 3.15.

of the cavity and d f /dp is the pressure sensitivity at the nominal pressure p0 =

12.5 Torr. Typical results from the fit are summarized in Tab. 3.2 which shows

that the stiffened cavities are less sensitive to pressure variations while they are

equally sensitive to LFD which is consistent with the design.[Posen and Liepe,

2012b]

Step 5: Microphonics poses a major constraint on field stability for the MLC

cavities which we operate with high QL as noted in the previous section. A

tool was developed for the LLRF system which measures microphonics in the

system as shown in Fig. 3.16. The LLRF measures the peak forward power and

detuning with a time resolution of 10 µsec and 100 µsec respectively. We ensure

that the peak microphonics detuning is . 50 Hz for stable operations while the

peak power should be less than the maximum output of the SSA connected to

the cavities, 5 kW for stiffened and 10 kW for un-stiffened. If deemed necessary,

we can use the spectrum measurement to determine the frequencies of strong

vibrations in the cryomodule and then activate the active suppression algorithm

on these sources.

Step 6: Jitter in the fundamental mode of the rf cavity depends on the pro-
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Figure 3.16: LLRF control interface showing microphonics diagnostics running
on a piezo sensor signal. The left panel shows the power spectrum
while the right shows the histogram of measured values.

portional and integral gains of the field control loop along with the external

sources of noise, most notably microphonics detuning. While steps 4 and 5 are

completed with some default parameters for the control loop, namely with a

normalized proportional gain of 100 and an integral gain of 0, operations with

beam need to be optimized. Measurement of standard deviation in field am-

plitude and phase is necessary to ensure that the energy gained or recovered

from the recirculating beam is within tolerances set by the lattice. For CBETA,

the field stability measurement relies on data sampled at 12.5 MHz by the LLRF

system and is a critical indicator of system performance.

Step 7: Beam based measurements and calibration are the final steps of the

initialization process. Finding the phase for maximum acceleration, or the on-

crest phase is done on a daily basis to account for phase drifts in the rf and clock

distribution system. Such a measurement is also used to determine the voltage

calibration of the field signal on the LLRF since a purely rf based calibration suf-

fers uncertainties greater then the tolerance of the beam. Beam based measure-

ments are also crucial in checking the alignment and position of the cryomod-

ule with the rest of the beam line. A thorough discussion of these procedures is
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Figure 3.17: Most recent microphonics measurements from the MLC. The left
panel shows a histogram of detuning while the right panel shows
RMS detuning as a function of vibration frequency.

given in Gulliford et al. [2019].

3.3.3 Performance

Cryogenic stability and microphonics detuning are the most important aspects

of narrow bandwidth SRF cryomodule operation. As already stated, the heat

dissipation in the MLC when all cavities are operating at their nominal field

is well within the limits of using two warm compressors to handle the heat

load. A measurement of microphonics detuning in the current stage of com-

missioning is shown in Fig. 3.17. Table 3.3 compares the original values of peak

detuning at the start of commissioning to the current values. Current measure-

ments indicate that peak detuning is limited to 23 Hz among all cavities which

is comparable to the cavity bandwidth f1/2 = f0/QL ∼ 21.7 Hz. This enables sta-

ble operations with peak power requirements within the capability of the SSAs.

The beam on the other hand is primarily sensitive to the accelerating field.

After the control system optimization discussed in the last section, the pri-

mary sources of jitter in the accelerating voltage are microphonics detuning and
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Figure 3.18: Measured probability distribution (darker represents higher prob-
ability) of the jitter in voltage phasor in the six cavities of the MLC.
The axes are in units of kV.

noise in the measured field. Microphonics detuning primarily gives rise to fluc-

tuations in the phase of the accelerating field leaving the amplitude relatively

unaffected. While other sources of noise, such as cross-talk between different

LLRF boards or ambient noise result in jitter where the real and complex part are

uncorrelated. In order to analyze the sources of fluctuation, a measurement of

the probability distribution of the voltage phasor in the MLC cavities is shown

in Fig. 3.18. In these plots, the voltage phasor is rotated so that the mean phasor

is along the real axis, and the mean is subtracted so that we are only looking at

fluctuations around the steady state. The distributions for cavities 4 and 5 cor-

respond to the ideal situation, where microphonics detuning gives rise to phase

fluctuations, and hence results in a single streak pattern aligned to the imagi-

nary axis. The small angle between the streaks and the imaginary axis in other

cavity data is caused by imperfect setting of phase rotations in step 4 indicating

that such observations can be a new method of setting this parameter. Cavities
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Cavity Stiffened Peak Detuning Voltage Amplitude Phase
(Hz) (MV) Stability Stability

Old New (degrees)
1 No 78 17 6 (8.5) 3.9 × 10−4 0.26
2 Yes 18 15 6 (8.5) 1.0 × 10−3 0.16
3 No 280 16 6 (9.5) 8.0 × 10−4 0.18
4 Yes 18 11 6 (10) 1.7 × 10−4 0.15
5 No 163 23 6 (10) 1.8 × 10−4 0.17
6 Yes 55 22 6 (10) 4.5 × 10−4 0.15

Table 3.3: MLC rf performance parameters in the current stage of CBETA com-
missioning. The values in parenthesis in the voltage column represent
the maximum values reached while ≈ 6 MV is the design value.

1 and 6 fall under this category, but show larger fluctuations with multiple sep-

arated streaks. Cavities 2 and 3 show much larger amplitude fluctuations which

are correlated among the real and imaginary axes. Further analysis is needed to

understand the cause of these features.

The short term stability and microphonics detuning of the cavities in the

MLC are listed in Tab. 3.3. All the cavities have been able to operate at the de-

sired fields to generate a nominal energy gain of 36 MeV in the MLC without

many spontaneous trips. In addition, we were able to extract 54 MeV of en-

ergy gain from the MLC during a tune scan experiment for the re-circulation

loop.[Bartnik et al., 2020] Most rf trips are related to detuning events triggered

by the movement of various unrelated devices coupled to the CBETA vacuum

chambers such as the path length adjustment system. During operations, drifts

in the energy gain of the MLC was observed as orbit drifts in the machine. A

measurement of the amplitude of the voltage phasor on cavity 1 as a function of

time is shown in Fig. 3.19. While the blue line representing the measurement by

the LLRF system stays constant, an alternate source of measurement (orange)

shows drifts and sudden changes. During operations orbit measurement has
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Figure 3.19: Voltage detected by the field control system (blue) and voltage de-
tected by an alternate measurement (orange) for MLC cavity 1 as a
function of time.

been used to estimate the energy drift and corrections were applied to the set

point of cavity 1 to compensate for this effect. Regardless of these shortcomings

in the main linac, CBETA has been operated to demonstrate energy recovery.

3.4 Energy Recovery

The measurement of the energy recovery process in CBETA was done in a 1-turn

configuration at a beam current up to 10 µA. The amount of energy transferred

to the beam from the fundamental mode can be estimated in terms of the for-

ward power P+, reflected power P−, the power dissipated in the cavity walls Pc,

the beam current I, and the single particle voltage gain ∆V . Following from the

steady state analysis given in Chap. 1, we obtain,

Pb = P+ − P− − Pc = I · ∆V , (3.8)

which follows from Eq. (1.34). The energy gain in this case is ∆V = Vc cos φ

where Vc is the cavity voltage and φ is the phase of arrival of the particle with
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respect to maximum acceleration. In the case of 1-turn energy recovery, the

beam is recirculated through the MLC twice resulting in,

PER
b = P+ − P− − Pc = I↑∆V↑ + I↓∆V↓ , (3.9)

where I↑, ∆V↑ and I↓, ∆V↓ are the beam currents and energy gains during the

accelerating and deceleration passes respectively. In the case of perfect energy

recovery I↑ = I↓ (no beam loss), ∆V↓ = −∆V↑ (no timing error), and the energy

recovered from the beam equals the energy delivered during acceleration. The

presence of non-zero beam loading PER
b indicates a departure from the ideal

situation.

The power balance efficiency εP per cavity, as well as the efficiency for the

full 1-turn configuration ε1-turn
P can be defined as, (Eq. (1.37) revisited)

εP ≡ 1 −
PER

b

Pb,↑
, ε1-turn

P ≡ 1 −
〈PER

b 〉

〈Pb,↑〉
, (3.10)

where 〈〉 represents the average over all the cavities in the main linac. It follows

from Eq. (3.8) and (3.9) that,

Pb,↑ = Iin j(1 − ε↑)∆V↑ , PER
b = Iin j(1 − ε↑)∆V↑ − Iin j(1 − ε↑ − ε↓)(∆V↑ + δV) , (3.11)

where Iin j is the injector current and we write the voltage gain during deceler-

ation as ∆V↓ = −∆V↑ − δV where δV arises from the combination of relativistic

effects as well as phasing error, both of which are assumed to be small. The

phasing of the beam can be such that both the efficiencies are greater than unity,

but beam loss will keep these numbers less than 1 in a real measurement. The

fraction of beam lost before the first pass through the MLC and before the sec-

ond pass are denoted by ε↑ and ε↓ respectively. Since the powers are linearly

related to the injector current, an alternative estimate for the efficiencies are,

εP = 1 −
∂PER

b /∂Iin j

∂Pb,↑/∂Iin j
, ε1-turn

P = 1 −
〈∂PER

b /∂Iin j〉

〈∂Pb,↑/∂Iin j〉
, (3.12)
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which exhibit smaller uncertainties since they are an aggregate of power mea-

surements taken at different beam currents. Hence to estimate the power bal-

ance efficiency, we need to measure the beam loading as a function of beam

current in the accelerating only and the 1-turn energy recovery configuration.

In practice, the measurement of forward and reflected powers is subject to

imperfect isolation of the dual directional coupler used to measure them. Ac-

cordingly, a forward traveling wave will excite a signal both in the forward cou-

pled port and the reverse coupled port, while the reverse traveling wave will

do the same. It can be shown in this case that (see appendix A), the difference

between imperfectly measured forward and reflected power is given by,

P̃+ − P̃− = P̃c + χ∆VI + O(I2) , (3.13)

where the tilde represent the fact that the quantities generally differ from those

in Eq. (3.8) due to the imperfect nature of the dual directional coupler. The term

P̃c is a constant independent of beam current I and χ is a constant independent

of beam current and cavity voltage. The quadratic term here is negligible when

we are in the regime of I
Vc

R
Q QL << 1, where QL is the loaded quality factor of the

cavity. Based on the cavity parameters used in CBETA[Hoffstaetter et al., 2017],

we expect P̃+ − P̃− to be a linear function of beam current up to the order of

10 µA. The power delivered to the beam as determined by the dual directional

coupler measurement is thus

P̃b = χI∆V + O(I2) = χPb + O(I2) , (3.14)

which can be extracted from a measurement of P̃+ − P̃− as a function of current

I. For the estimation of power balance efficiency εP on a single cavity, χ cancels

out, but it is required in the calculation of 1-turn efficiency. The calibration factor

χ may be estimated by setting the energy gain of the cavity to a known quantity
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Figure 3.20: Beam loading P̃b as a function of current I in all six MLC cavities.
Data points in orange indicate loading in the 3 up, 3 down config-
uration while the blue represents measurements during ER opera-
tion. Linear fits to the data are shown in black.

and measuring the beam loading as a function of current. Then the calibration

factor can be extracted from the slope as χ = (∂P̃b/∂I)/∆V . Finally, using these

values in Eq. (3.12) gives,

ε1-turn
P ≈ 1 −

〈 1
χ

∂P̃ER
b

∂Iin j
〉

〈 1
χ

∂P̃b,↑

∂Iin j
〉
, (3.15)

where we have used Eq. (3.14) to substitute for Pb.

Figure 3.20 shows the beam loading data obtained during µA current op-

erations of CBETA. Beam loading measurements were done for two configu-

rations. In order to measure χ, the first set of measurements shown in orange

involved the beam getting accelerated by the first three cavities of the MLC by

∆V (3↑,3↓) = 6 MV each and then getting decelerated by the next three by the same

amount. Consequently, the beam was transported from the injector through the

MLC directly into the dump. The plots accordingly show a positive slope for

cavities 6, 5 and 4 transferring energy to the beam, while 3, 2 and 1 show a nega-

tive slope indicating energy recovery. This serves as a calibration measurement

to estimate the constants χi = (∂P̃b,i/∂I)/6 MV as seen in Eq. (3.13). Table 3.4
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Cavity χ εP

6 0.99±0.02 99.2
5 1.004±0.001 99.2
4 1.18±0.01 99.2
3 0.96±0.05 99.2
2 0.809±0.001 99.4
1 0.87±0.03 99.9

1-turn 99.4

Table 3.4: Energy recovery measurements for CBETA in the one turn configura-
tion.[Gulliford et al., 2020]

shows the resulting dual directional coupler coefficients. The estimated uncer-

tainty in the table reflects the uncertainty in the measured slopes, and does not

include the error in the assumed 6 MV energy gain/loss per cavity. The beam

loading traces shown in blue represents data in the 1-turn energy recovery con-

figuration. The power balance efficiencies for individual cavities are collected in

Tab. 3.4 while the net 1-turn efficiency has been measured to be 99.4 % [Gulliford

et al., 2020] thus demonstrating energy recovery operation of CBETA in 1-turn.

The injector current during 1-turn operation was successfully raised to 70 µA.

Even though the average radiation measurements at the permanent magnet arc

and outside the shielding perimeter at 70 µA suggested that currents up to 1 mA

was achievable, it was deemed unsafe since the fast beam loss monitoring sys-

tem was not installed yet. It is important to note that all these measurements

assume a steady state configuration of the machine. The next chapter explains

the operation of high-current ERLs in the presence of transient beam loading.
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CHAPTER 4

TRANSIENT BEAM LOADING

The main linacs of SRF ERLs can operate with little average rf power. However

the high beam currents in these machines can potentially lead to field transients

and subsequent high peak power demands. This chapter explores a novel ap-

proach to quantifying transient beam loading valid for arbitrary beam energies

and verifies it with the conventional circuit model and experimental data. We

use the model to analyze the effect of bunch patterns, current ramps and beam

loss while employing CBETA as an example. We predict the existence of reac-

tive beam loading in main linac cavities arising out of relativistic effects at low

injection energies even in the presence of perfect energy recovery. Detuning the

cavities is one way of minimizing the resulting forward power requirements.

4.1 Introduction

The energy transfer between the beam and the field in the accelerating rf cavities

play a vital role in ERL design and operations. In general, when a bunch passes

through a resonant structure, it gets accelerated by the electric fields while also

exciting wakefields which transfer energy into the various eigenmodes of the

cavity. This phenomenon is called beam loading. As a simple approximation,

fundamental mode beam loading may be calculated as the amount of energy

transferred between the bunch and the fundamental eigenmode of the cavity,

while energy recovery implies zero average fundamental mode beam loading

in all the rf cavities of the main linac. While optimization techniques adjusting

cavity voltages, phases and beam re-circulation times can achieve target beam
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energies while maintaining zero average fundamental mode beam loading in

each cavity during stable operation[Koscica et al., 2019], Higher Order Mode

(HOM) beam loading cannot be compensated in this way. The simple approx-

imation using energy transfer has two drawbacks: firstly it does not specify

the phase of the electric field exited by the decelerating bunch which is rele-

vant from a field control perspective, and secondly it doesn’t address transients

in beam current which could arise from special bunch patterns, and common

events such as machine turn on, turn off and beam loss. This motivates the

need for a dynamic model of beam loading.

To further illustrate the importance of transients, we can estimate the energy

transferred to the beam while turning on an ERL. We consider CBETA, which is

a four turn (4 accelerating and 4 decelerating passes) machine with a length of

the re-circulation arc being Tp ≈ 0.26 µs for each pass. The main linac houses six

SRF cavities with a nominal energy gain of eVc ≈ 6 MeV each. If in a hypotheti-

cal scenario, we turn on I = 40 mA of beam current from the injector all at once,

then the beam has to complete 8 passes through the main linac before equilib-

rium can be established. During this time, the average beam loading from each

pass is equivalent to the loading resulting from the acceleration of half of the in-

jection current. As a result, the total energy extracted from a single cavity before

achieving equilibrium will be Ebeam = 0.5I · 4Vc · 8Tp ≈ 1 J. This is comparable to

the stored energy of the cavity of about 5.69 J and will lead to a 9.2 % decrease

in accelerating field if it remains unchecked. The rf control system not being

fast enough to compensate for this rapid dip (8Tp ≈ 2.1 µs) in accelerating field,

will lead to beam loss. In this chapter, we analyze transient beam loading in

detail and develop operations procedures necessary for high-current SRF ERL
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operation.

Existing methods of modeling beam loading for rf control and stability is

based on the notion of shunt impedance and loss factors.[Chao et al., 2013] In

the presence of an ultra-relativistic beam, the beam-cavity interaction follows a

linear second order differential equation. Commonly, this is modeled as a LRC

circuit driven by a current source which stands in for the beam as explained in

Chap. 1. Changing the time structure of the source, for instance to account for

gaps or special fill patterns, can be used to design optimal rf control in circular

machines[Byrd et al., 2002, Yamamoto et al., 2018, Karpov and Baudrenghien,

2019] and design optimal bunch patterns in high energy ERLs.[Setiniyaz et al.,

2020] In contrast, many ERLs use low injection energies (5-10 MeV) and hence

the first cavity in the path of the beam is subject to bunches which undergo con-

siderable slip in rf phase as it travels through a cavity. For example the injected

beam in CBETA gets accelerated from 6 MeV to approximately 12 MeV in the

first 7-cell SRF cavity of the main linac in the first pass. During its passage,

the bunch slips by ≈ 2.9 degrees with respect to the accelerating field which

changes the phase of the beam induced voltage and subsequently power re-

quirements, when compared to the ultra-relativistic case. This motivates us to

derive a model of beam loading which is valid for arbitrary beam energies.

In the next section, we introduce beam loading from first principles and

derive a self-consistent method of calculating the longitudinal dynamics of a

bunch passing through a cavity. In section 4.3, we develop a model linear in

bunch charge to quantify field transients and power requirements in the main

101



linac cavities. In section 4.4 we verify the validity of the model by comparing

it with experimental data and then apply it to various operational states of the

machine.

4.2 Beam Loading

A bunch passing through a resonant cavity, excites electromagnetic field in the

cavity and at the same time is acted upon by the electric field inside the cavity.

Hence, the field and the charge distribution of the bunch evolve self-consistently

as the bunch makes it’s way through the cavity. One method of accurately mod-

elling this process is to couple the Finite Difference Time Domain (FDTD) algo-

rithm to calculate fields along with a particle-in-cell (PIC) algorithm to quantify

the dynamics of the charge distribution.[Pukhov, 2016] This technique comes

with a high computational cost associated with spatially resolving the longitu-

dinal distribution of individual bunches. A procedure which instead tracks the

evolution of the cavity eigenmodes self-consistently with the kinematics of the

particles in the bunch leads to a practical algorithm to simulate beam loading

in accelerating cavities. One documented method involves using the principle

of least action to derive a symplectic algorithm which calculates the field inside

the cavity.[Abell et al., 2017] In our chapter, we use a simple approach based on

a technique first used to describe rf couplers[Condon, 1941], which starts with

the Maxwell’s equations and ends up with coupled ordinary differential equa-

tions for the eigenmodes and the motion of the charged particles.

We first derive the partial differential equation which describes the cavity
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field in response to a beam passing through it. We specify the field in terms of

the scalar and vector potentials, φ and ~A respectively with the usual definitions

of electric (~E) and magnetic (~B) field,

~E ≡ −~∇φ −
∂~A
∂t

, (4.1a)

~B ≡ ~∇ × ~A , (4.1b)

while assuming the Coulomb gauge, ~∇ · ~A = 0. Then we plug these definitions

into the Maxwell–Ampere equation,

~∇ × ~B = µ0 ~J + µ0ε0
∂~E
∂t

, (4.2)

where ~J is the current density inside the cavity and, µ0 and ε0 are the perme-

ability and permittivity of vacuum respectively. Using the identity ~∇ × ~∇ × ~A =

~∇(~∇ · ~A) − ~∇2 ~A and the Coulomb gauge leads to,

1
c2

∂2 ~A
∂t2 −

~∇2 ~A = µ0 ~J −
1
c2

∂~∇φ

∂t
, (4.3)

where c is the speed of light in vacuum and the scalar potential is calculated

from Poisson’s equation, ~∇2φ = −ρ/ε0. Inside a resonant cavity, Eq. (4.3) is sub-

ject to boundary conditions which restrict the possible solutions of ~A to a linear

superposition of an infinite set of eigenmodes.

In the absence of beam inside the cavity, we can assume that the solution to

Eq. (4.3) is of the form ~Ak(~r)eiωkt, where ~Ak satisfies

~∇2 ~Ak +
ω2

k

c2
~Ak = 0 , (4.4)

and is subject to the boundary condition ~Ak × d~S = ~0 at the surface of the cavity

denoted by S . The above equation defines a set of orthogonal eigenmodes, and
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we choose a normalization so that each mode contains 1 J of stored energy. Since

we are considering a lossless system, without the loss of generality, we can as-

sume that ~Ak is purely real, leading to a simple expression for ortho-normality

given by,
ε0ω

2
k

2

∫
~A j · ~AkdV = δ jk . (4.5)

Here j and k represent different cavity eigenmodes, while ωk is the resonant

frequency of the mode k. In the presence of beam, the vector potential can be ex-

pressed as a superposition of these eigenmodes in the form, ~A(~r, t) =
∑

k ak(t) ~Ak(~r),

where ak(t) are the time-dependent modal amplitudes.

Inserting in the eigenvalue decomposition into Eq. (4.3) yields,

∑
k

( äk + ω2
kak

c2

)
~Ak = µ0 ~J −

1
c2

∂~∇φ

∂t
, (4.6)

where we have used Eq. (4.4) to substitute for ~∇2 ~A. To extract the governing

equation for a single eigenmode m, we integrate the dot product of both sides

with ~Am over the volume of the cavity. This gives,

äm + ω2
mam =

ω2
m

2

∫
~J · ~Am dV −

ε0ω
2
m

2

∫
∂~∇φ

∂t
· ~Am dV , (4.7)

where we have used the ortho-normality relation expressed in Eq. (4.5). This or-

dinary differential equation in am(t) describes the evolution of the eigenmodes

driven by arbitrary current distributions inside a resonant cavity and was first

used to describe couplers.[Condon, 1941] While the first term is driven by cur-

rent, the second term represents the field generated by the charge distribution.

We can further simplify the second term as,∫
∂~∇φ

∂t
· ~Am dV =

∂

∂t

∫
S
φ ~Am · d~S , (4.8)
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where we have used the vector identity ~∇ · ( f ~A) = ~A · ~∇ f + f ~∇ · ~A, the Coulomb

gauge ~∇ · ~Am = 0 and the assumption that the open ports of the cavity including

the beam tube and the coupler have extremely low field in their vicinity. The

metal which forms the cavity itself, is kept at a constant potential, usually at

ground, same as the whole accelerator vacuum system. Since φ and ~Am are both

time independent at the cavity surface, the second term in Eq. (4.7) simplifies to

0. The eigenmode coupling equation reduces to,

äm + ω2
mam =

ω2
m

2

∫
~J · ~Am dV . (4.9)

This equation determines the evolution of the fields inside a resonant cavity in

response to the passage of beam.

A description for how the fields inside the cavity affect the beam, and as a

result the current distribution ~J(~r), is required to complete the model of beam

loading. One approach to calculating the current density of a bunched beam

is to model it as a collection of many macro-particles each having charge q. A

collection of point particles each having position ~rp and velocity ~vp give rise to a

current density ~J(~r, t) =
∑

p q~vpδ(~r − ~rp). In this chapter, we are mostly interested

in fundamental mode beam loading, so we can focus our attention to particles

traveling along the axis of the cavity having velocities ~vp = żpẑ. Neglecting the

current contribution from resistive walls and the input coupler, plugging in the

beam current density into Eq. (4.9), we get,

äm + ω2
mam =

ω2
m

2
q
∑

p

żpAzm(zp(t)) (4.10)

where zp(t) and żp(t) are the time dependent position and velocities of the macro-

particles in a 1D model. The motion of the particles are controlled by the total

105



longitudinal component of the electric field, Ez. The rate of change of energy of

a single particle p in the lab frame is given by,

mc2 dγp

dt
= qEz(zp, t)żp , (4.11)

where γpmc2 is the energy of the particle. Neglecting the space charge compo-

nent −~∇φ, summing the contributions from all eigenmodes and using Eq. (4.1a),

the net on-axis electric field is Ez = −
∑

m ȧmAzm , where Azm is the z-component

of the vector potential of mode m. Combining this with Eq. (4.11), we get,

dγp

dt
= −

q
mc

√
1 −

1
γ2

p

∑
m

Azm(zp)ȧm , (4.12)

where we have used the relation,

dzp

dt
= c

√
1 −

1
γ2

p
. (4.13)

Eq. (4.10), (4.12) and (4.13) form a self-consistent 1D model of beam loading and

longitudinal dynamics inside a resonant cavity.

The eigenmode evolution excited by the beam can also be expressed in terms

of the electric field instead of the vector potential formulation put forth in Eq. (4.9).

In this case, we consider the eigenmode expansion of the electric field ~E(~r, t) =∑
k ek(t)~Ek(~r), where each resonant mode with frequency ωk satisfies the corre-

sponding Helmholtz equation ~∇2 ~Ek + ω2
k
~Ek/c2 = 0 subject to the boundary con-

ditions ~Ek × d~S = 0. Plugging these into the Maxwell’s equations, we obtain:

ëm + ω2
mem = −

1
2

∫
∂ ~J
∂t
· ~Em dV , (4.14)

where em is the modal amplitude and the source term depends on the first time

derivative of beam current instead of directly depending on the current itself.
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This unfortunately leads to numerical issues, so we use the vector potential for-

mulation in the rest of our chapter.

The transfer of energy between the charged particles and the electromagnetic

field inside the cavity is an important aspect of beam loading. To quantify the

total energy contained in the field, Efld, we start with,

Efld =
ε0

2

∫
~E · ~E dV +

1
2µ0

∫
~B · ~B dV , (4.15)

where we substitute the fields in terms of the potentials. Applying vector identi-

ties, the divergence theorem and imposing the boundary conditions, d~S × ~A = 0

and φ(S ) = 0, we get,

Efld =
1
2

∫
φρ dV +

ε0

2

∫
∂~A
∂t
·
∂~A
∂t

dV −
1

2µ0

∫
~A · ~∇2 ~A dV . (4.16)

Subsequently, we decompose the vector potential ~A into the cavity eigenmodes

and simplify using Eq. (4.4) and (4.5) to give,

Efld =
1
2

∫
φρ dV +

∑
m

{
a2

m +
ȧ2

m

ω2
m

}
. (4.17)

The first term is the electric potential energy arising from the charge distribu-

tion, while each term in the sum accounts for the energy stored in one unique

eigenmode.

A simple application of the 1D model is to calculate the excitation of all the

modes in the TM010 pass-band of a multi-cell cavity. In the case of an ultra-

relativistic beam, the fundamental mode exhibits a rf phase advance of exactly

π radians from cell to cell, which maximizes the energy transferred between the

beam and the cavity. However, the other modes in the pass-band could also
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Figure 4.1: TM010 pass-band excitation as a single bunch travels through the
first 7-cell cavity used in the main linac of CBETA. The first panel
shows the longitudinal component of the vector potentialAz for the
7 TM010 modes (see Eq. (4.4)). In the second panel, the blue line
shows the energy of the bunch as a function of time as it passes
through the cavity. The red line shows the numerical fluctuation of
total energy of the system, δEtot, as a fraction of net energy gain of the
bunch, Egain. Finally, the third panel shows the evolution of energy
contained in the first 6 modes as a fraction of Egain.

present non-zero beam loading especially in the presence of low energy beams.

In CBETA, this situation might occur when the 6 MeV injected beam gets ac-

celerated in the first 7-cell SRF cavity of the main linac[Eichhorn et al., 2015]

in the first pass.[Hoffstaetter et al., 2017]. The cavity has it’s π-mode tuned to

1300 MHz, and it has six other TM010 modes within 30 MHz of the fundamen-

tal. Accordingly, we simulate the passage of a single 6 MeV bunch with charge

123 pC, through a cavity whose π mode is excited according to the design lattice

parameters. Figure 4.1 shows the result of this simulation, depicting the evo-

lution of energy of the bunch along with excitation of the first 6 modes. The

blue trace in the second panel shows the dynamics of the energy of the bunch

as it traverses the cavity. The numerical performance of the model is depicted

by the red trace in the second panel, which shows fluctuation of total energy of

the system, Etot ≡ Efld +
∑

p γpmc2 as a function of time. The third panel shows

that among the 6 modes, the 4π/7 mode absorbs the most energy, ≈ 10−9 times

the energy gain of the bunch.
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The data in Fig. 4.1 showcases the strengths of the self consistent model

of beam loading. Firstly, it includes detailed tracking of the bunch inside the

cavity, which replaces the concept of shunt impedance which is only valid for

ultra-relativistic beams. In addition, as the energy of the bunch increases dur-

ing its passage through the cavity, the stored energy in the fundamental mode

decreases, with our numerical implementation demonstrating energy conserva-

tion at a 10−9 level, when compared to the net energy gained by the bunch, Egain.

This clearly demonstrates self consistent evolution of the bunch energy and the

cavity field. Further we can conclude that the total energy lost by the bunch into

the 6 modes is within the level of numerical noise in the simulation and hence

this contribution is exceedingly small when compared to the fundamental accel-

erating mode. This simple calculation can be extended to include longitudinal

higher order modes with non-trivial impedance illustrating the use of this 1D

model of beam loading in the context of an ERL.

4.3 RF Model

In this section we characterize the operation of SRF linac cavities, by developing

a linearized model of beam loading while including dissipation, the effect of the

input coupler and the field control loop.
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4.3.1 Linearized Beam Loading

The complete self-consistent model accounting for the change in the cavity field

during the transit of the bunch is only relevant when the amount of energy

transferred between the beam and an eigenmode, Egain is comparable to the en-

ergy already contained in the mode, E f ld. In most situations, including current

and proposed ERLs, the amount of energy gained or lost by a single bunch in

the main linac cavities is negligible when compared to the stored energy of the

fundamental mode i.e. Egain/E f ld << 1. In such a situation, we can solve the self-

consistent model, in an iterative fashion, by treating the source term in Eq. (4.10)

as a perturbative excitation. Ignoring this excitation and assuming no resonance

detuning, we get the 0th order solution a(0)
m (t) given by,

a(0)
m (t) ≡ am(t0) cosωm(t − t0) +

ȧm(t0)
ωm

sinωm(t − t0) , (4.18)

where am(t0) and ȧm(t0) are the initial conditions for the eigenmode m at time

t0, just when the bunch enters the cavity. Considering the bunch as a single

macro-particle with charge q, plugging this into Eq. (4.12) and (4.13), we get

the 0th order solution for the bunch position, z(0)
p (t) and velocity, ż(0)

p (t). Inserting

these solutions into the perturbative source term and solving Eq. (4.10), we get

a better approximation for the eigenmode amplitude, a(1)
m (t). This is correct up

to the first order of bunch charge and is given by,

a(1)
m (t) = a(0)

m (t) +
qωm

2
u(t − t0)

∫ t

t0
Azm(z(0)

p (τ))ż(0)
p (τ) sinωm(t − τ) dτ , (4.19)

where the second term represents the impulse response of the system to the

passage of a single bunch with charge q and u(t) is the Heaviside step function.

In order to compactly represent the dynamics, we define a mode phasor F̃m(t)

as

F̃m(t) ≡ {ȧm(t) + iωmam(t)}e−iωmt , (4.20)
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which is valid for t > 0. The mode phasor remains constant in a loss-less cavity,

only getting perturbed by a passing bunch which generates an excitation G̃m,

defined as,

G̃m(t) ≡
ω2

mu(t − t0)
2

∫ t−t0

0
Azm(z(0)

p (t0 + τ))ż(0)
p (t0 + τ)e−iωm(t0+τ) dτ . (4.21)

Using the definitions of the mode phasor F̃m and the single bunch excitation G̃m,

we can represent the first order solution in Eq. (4.19) as,

F̃m(t) = F̃m(t0) + qG̃m(t) . (4.22)

The linear model is easily extendable to the passage of multiple bunches through

the cavity, since individual perturbations G̃m on the eigenmode can be linearly

superimposed to yield a full time dependent solution of the fields.

The energy transferred to the bunch under this linear approximation is im-

portant in characterizing the energy recovery process. The work done by the

electric field on a bunch with charge q is,

Egain = q
∫ T

0
Ez(zp(t0 + τ), t0 + τ)żp(t0 + τ) dτ , (4.23)

where t0 and T are the time of entry and the transit time of the bunch respec-

tively. Assuming that the fundamental mode is the major contribution to the

accelerating field, we can approximate the longitudinal electric field as Ez(z, t) ≈

−ȧ0(t)Az0(z), where the subscript 0 denotes the fundamental mode. Using the

linear approximation for eigenmode amplitude in Eq. (4.19) and expanding Ez,

we get,

Egain = − qR
[
{ȧ0(t0) + iω0a0(t0)}e−iω0t0

∫ T

0
Az0(z

(0)
p (t0 + τ))ż(0)

p (t0 + τ)eiω0(τ+t0) dτ
]

−
ω2

0q2

4

∣∣∣∣∣ ∫ T

0
Az0(z

(0)
p (t0 + τ))ż(0)

p (t0 + τ)e−iω0(τ+t0) dτ
∣∣∣∣∣2 ,

(4.24)
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Figure 4.2: Fundamental mode loss factor as a function of incident energy for
the first main linac cavity of CBETA. The dashed line represents
the ultra-relativistic value of loss factor calculated from the shunt
impedance the cavity, while the solid black line represents the result
from the linear model. The star represents the nominal operating
point of the cavity as used in CBETA.

where R[] represents the real part of the complex number. Using Eq. (4.20) and

(4.21), we can represent the energy gain with,

Egain = −
2q
ω2

0

R{F̃0G̃
∗
0(T )} −

q2|G̃0(T )|2

ω2
0

, (4.25)

where G̃0(T ) is net excitation of the fundamental mode after the bunch passes

through the cavity. The energy gain in the linear approximation consists of two

terms, the first term which is linear in bunch charge, dominates. The second

term quadratic in charge accounts for the energy lost to the longitudinal wake-

field, which we identify as k0q2, where k0 ≡ |G̃0(T )|2/ω2
0 is the loss factor[Chao

et al., 2013] corresponding to the fundamental mode. This model accurately

considers the effect of a low energy beam up to second order of charge.

The linearized model gives a direct method of calculating the change of the

modal amplitudes induced by a passing bunch irrespective of particle energy.

While this is used later in the chapter to estimate rf power requirements for op-
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erating an ERL, it can also be used to calculate the variation of modal loss factor

as a function of energy. In the ultra-relativistic limit, the fundamental mode loss

factor may be calculated as k0 = 0.5ω0R/Q, where R/Q is the ratio of the shunt

impedance and the quality factor of the eigenmode. Figure 4.2 illustrates this

with the first 7-cell SRF cavity used in the main linac of CBETA. The fundamen-

tal mode loss factor is a monotonous increasing function of energy, eventually

reaching the ultra-relativistic value shown as the dashed line, while the star

represents the operating point for the cavity. The mismatch between the phase

velocity of the mode and the velocity of the bunch results in the lower value of

loss factors for low energies. Even though the energy lost by a single bunch due

to this effect is very small, the net change in the modal phasor is non-trivial and

needs to be compensated by the control system.

4.3.2 Dissipation and Input Coupling

A real SRF main linac is subject to losses at the cavity walls and at the funda-

mental power coupler, hence a model incorporating these effects along with the

action of the rf control system is necessary to analyze ERL operation. The cav-

ity wall and the coupler give rise to two additional source terms in Eq. (4.9).

The current density flowing through the cavity wall denoted by ~Jwall(~r) causes

an average power dissipation, defined as < Pwall >≡ ω0U0/Q0, where U0 is the

energy stored in the fundamental mode of the cavity and Q0 is called the intrin-

sic quality factor of the cavity. The time averaged heat dissipated in the walls

caused by the fundamental mode depends on the electric field through the re-

lation, < Pwall >=<
∫
~Jwall · ~E0 dV >. Combining the different expressions for
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Figure 4.3: Schematic of the transmission line model for a fundamental input
coupler feeding into a SRF cavity. (Fig. 1.5 revisited.)

power dissipation in a situation, when the fundamental mode contains U0 = 1 J

of energy, gives a relation, ∫
σ(~r)| ~A0|

2(~r) dV =
2

ω0Q0
, (4.26)

where σ(~r) is the electrical conductivity of the walls. This calculation allows us

to simplify the source term due to dissipation in the cavity walls to,

ω2
0

2

∫
~Jwall · ~A0 dV = −

ω0ȧ0

Q0
, (4.27)

which gives our first damping term to the otherwise loss-less system.

The fundamental power coupler injects energy into the cavity while intro-

ducing more dissipation. We augment our existing description of beam loading

with a transmission line model of the coupler as depicted in Fig. 4.3. The rf

generator is represented as a controlled source generating current I+(t) which

propagates through a circulator into a waveguide connecting to the coupler.
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Inside the transmission line with characteristic impedance of Z0, the propagat-

ing waves are denoted using their corresponding current and voltage phasors.

These are Ĩ+, Ṽ+ and Ĩ−, Ṽ− for the forward and the reflected traveling waves

respectively with their phases referenced to the coupler tip. The load resistor

connected to the circulator is matched to the transmission line and has the same

characteristic impedance Z0, thus acing as a sink for the wave reflected from the

cavity. The current induced in the coupler tip ~Jcoup gives rise to a new source

term for Eq. (4.9), defined as:

ω2
0

2

∫
~Jcoup(~r, t) · ~A0 dV ≡

ω2
0κcoupIcoup(t)

2
, (4.28)

where Icoup is the net current in the transmission line flowing towards the cavity

and κcoup is a real constant which depends on the coupler geometry. Taking the

time derivative of the fundamental mode energy term in Eq. (4.17), we can cal-

culate the the power transferred into the fundamental mode as P0 = κcoupȧ0Icoup,

where we have used Eq. (4.9) to eliminate ä0. Comparing this expression of

power to P0 = IcoupVcoup, we can quantify the voltage at the coupler tip as Vcoup =

κcoupȧ0. The relationships between the eigenmode amplitudes and the transmis-

sion line quantities Icoup and Vcoup make it possible to construct a complete model

for evaluating forward power requirements in the presence of beam loading.

The potential difference between the coupler tip and the outer conductor

of the transmission line can be treated as a superposition of the forward and

reverse traveling waves as Vcoup(t) = R{(Ṽ+ + Ṽ−)eiω0t}. Substituting for Ṽ+ and

Ṽ− using the corresponding current phasors and Vcoup = κcoupȧ0, we get I−(t) =

κcoupȧ0/Z0 − I+(t), where we used the phasor definitions I±(t) ≡ R{Ĩ±eiω0t}. Com-

bining this expression of I− with the definition of net current traveling through
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the transmission line into the cavity (Icoup = I+ − I−), we get,

Icoup(t) = 2I+(t) −
κcoupȧ0

Z0
, (4.29)

Plugging this into Eq. (4.28) yields two source terms: ω2
0κcoupI+(t) which is the

contribution from the rf power source and −ω2
0κ

2
coupȧ0/(2Z0) which is a dissipative

term accounting for the power emitted from the fundamental mode through the

power coupler. The external quality factor Qext is used to quantify the amount

of dissipation in a manner similar to Eq. (4.27). This allows us to estimate the

unknown parameter κcoup as,

κcoup =

√
2Z0

ω0Qext
. (4.30)

Combining Eq. (4.10), (4.27), (4.28), (4.29) and (4.30), we get the complete rf

model:

ä0 +
ω0ȧ0

QL
+ ω2

0a0 =
ω2

m

2
q
∑

p

żpAzm(zp(t)) +

√
2Z0ω

3
0

Qext
I+(t) , (4.31)

where we have defined the loaded quality factor as Q−1
L ≡ Q−1

0 + Q−1
ext. The power

generated by the rf source corresponding to the source term is P+ = I2
+Z0. Quan-

tifying the actual power required by the control system to maintain stable field

during ERL operation requires a description of the control loop in addition to

the transmission line model of the coupler.

4.3.3 Control and Power Requirements

The purpose of active control in SRF Linacs is to damp perturbations of the ac-

celerating field inside a cavity when it is subject to disturbances from the beam,

mechanical detuning or drifts in the system. In the case of SRF cavities oper-

ating with high QL, simple high gain proportional feedback is commonly used
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to stabilize the field[Wibowo et al., 2018] along with automatic resonance con-

trol in the presence of large unmitigated microphonics detuning.[Banerjee et al.,

2019] An ideal implementation of the feedback loop not accounting for finite

bandwidth or signal propagation delays can be written as:√
2Z0ω

3
0

Qext
I+(t) =

ω0Kp

QL
R{(F̃sp − F̃0(t))eiω0t} , (4.32)

where Kp is the dimensionless proportional gain, F̃sp is the phasor set point and

F̃0(t) is the fundamental mode phasor. Enforcing this feedback loop in the rf sys-

tem gives an effective description of the response of accelerating field towards

perturbations. Accordingly, plugging in Eq. (4.32) into Eq. (4.31) gives:

ä0 + (1 + Kp)
ω0ȧ0

QL
+ ω2

0a0 =
ω2

m

2
q
∑

p

żpAzm(zp(t)) +
ω0Kp

QL
R{F̃speiω0t} , (4.33)

where the control system effectively enhances dissipation, leading to faster de-

cay of fluctuations.

In the absence of any excitation from the beam and no resonance detuning,

the steady state of the system can be estimated by assuming ä0 + ω2
0a0 = 0 in

Eq. (4.33) to yield,

F̃0(t → ∞) =
KpF̃sp

1 + Kp
, (4.34)

where the fundamental mode phasor always tends to settle at the value given

by F̃0(t → ∞) as it recovers from a perturbation. The time dependent behavior

of the phasor in the presence of the dissipative term is given by,

F̃0(t) = F̃0(t0) + qG̃0(T )e−(1+Kp) ω0
2QL

(t−t0)
, (4.35)

where t0 is the time of entry and qG̃0(T ) is the net excitation to the fundamental

mode, when a single bunch passes through the cavity as given by Eq. (4.21).
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This equation valid for t − t0 >> T can be used to linearly combine the effect

of a bunch train passing through the cavity. The power required by the control

system to compensate for the disturbance is:

< P+ >=< I2
+ > Z0 =

K2
pQext

4ω0Q2
L

|F̃sp − F̃0(t)|2 , (4.36)

where we have combined the loop output given in Eq. (4.32) with the definition

of forward power P+ = I2
+Z0. Equations (4.21), (4.34), (4.35) and (4.36) form the

basis of our estimations of power requirements in multi-turn ERLs.

4.4 Results

The linear model derived in the previous section can be used to describe beam

loading and power requirements for arbitrary bunch patterns. However, we

first determine a relation between the mode phasor F̃m and commonly used cav-

ity parameters. Using Eq. (4.17) and (4.20), the stored energy in the fundamental

mode is,

U0 = a2
0 +

ȧ2
0

ω2
0

=
|F̃0|

2

ω2
0

. (4.37)

Equivalently, the fundamental mode amplitude is commonly expressed in terms

of cavity voltage Vc, which is the maximum energy gain of an ultra-relativistic

particle when it passes though the cavity. The energy in the fundamental mode

can be written in terms of Vc as U0 = V2
c /(2ω0R/Q), where R/Q is the ratio of

shunt impedance and the quality factor. Comparing these two definitions of

stored energy, we get the amplitude of the mode phasor as,

|F̃0| =

√
ω0

2R/Q
Vc , (4.38)

while the proper phase can be determined by evaluating the on-crest phase of

the fundamental mode and then adding the corresponding bunch phase φ. Now
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we apply this model to various scenarios of cavity operation.

4.4.1 Normal Linac Operation

In the presence of a regular bunch pattern, we can analytically determine the

mean forward power consumption in the absence of microphonics. Following

from Eq. (4.35), the time averaged value of the fundamental mode phasor is

given by,

< F̃0 >=
KpF̃sp

1 + Kp
+ < q

∑
p

[G̃0(T )]pe−(1+Kp) ω0
2QL

(t−tp)
> , (4.39)

where <> represents the time average, the first term is the steady state phasor in

the absence of beam (Eq. (4.34)) and [G̃0(T )]p represents the phasor induced by

bunch p which enters the cavity at time tp. If all bunches are phased exactly the

same with respect to the fundamental mode, then the second term simplifies as,

< q
∑

p

[G̃0(T )]pe−(1+Kp) ω0
2QL

(t−tp)
>=

2IbQL

ω0(1 + Kp)
G̃0(T ) , (4.40)

where for a total number of bunches Nb, the relationship < qNbe−t/τ >= Ibτ holds

with Ib representing the average beam current. Plugging in the average phasor

into Eq. (4.36) yields the forward power as,

P+ =
Qext

4ω0Q2
L

∣∣∣∣∣F̃0(t → ∞) −
2IbQLKp

ω0(1 + Kp)
G̃0(T )

∣∣∣∣∣2 , (4.41)

where we have substituted the set point F̃sp in terms of F̃0(t → ∞). In the pres-

ence of high feedback gain Kp and low beam currents, this simplifies to,

P+ ≈
V2

c Qext

8 R
Q Q2

L

−
Qext

QL
Ib
R{F̃0(t → ∞)G̃∗0(T )}

ω2
0

, (4.42)

where we have used Eq. (4.38) to write the first term in terms of the steady state

cavity voltage Vc. The forward power consists of a constant term accounting for
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dissipation and a term linear in beam current representing power transferred to

the beam.

We can use the above result to verify our linear model with low current mea-

surements of beam loading for the main linac cavities of CBETA, and also com-

pare with the predictions of the circuit model. Using Eq. (1.34), the forward

power required to operate a perfectly tuned standing wave linac (ω = ω0) in the

presence of beam is given by,

P+ =
V2

c

8 R
Q QL

(1 + β)
β

{(
1 +

2Ib

Vc

R
Q

QL cos φ
)2

+
(2Ib

Vc

R
Q

QL sin φ
)2
}

≈
V2

c

8 R
Q QL

(1 + β)
β

+
β + 1

2β
IbVc cos φ ,

(4.43)

where β ≡ Q0/Qext, Ib = Ibeam/2 is the average beam current and φ is the phase

of arrival of the bunch with respect to the phase of maximum energy gain. The

expression for forward power from the circuit model matches with the linear

model derived in this chapter except for the different ways for quantifying en-

ergy transferred by a bunch into the cavity.

Figure 4.4 shows measurements of forward power at the CBETA main linac

in the presence of low beam current. In this measurement, cavities 6, 5 and 4

accelerate the beam by about 6 MeV each, while cavities 3, 2 and 1 decelerate

the beam by the same amount. The calibration factors for the power measure-

ment and the loaded quality factors QL of the cavities were unknowns during

this experiment. By fitting the power estimations from both models to the ex-

perimental data, we obtained these unknown parameters. The estimated values

of QL range between 4.9× 107 to 5.6× 107 compared to the nominal design value

of 6 × 107 for the cavities accelerating the beam. However in the case of decel-
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Figure 4.4: Average forward power as a function of beam current for the six
main linac cavities of CBETA in the up-down configuration. The
blue circles with error bars represent observed data, while the solid
red and the dashed yellow lines represent power estimations from
the linearized model and the circuit model respectively.

eration, the measurements for cavities 3 (bottom left) and 1 (bottom right) are

quite noisy due the presence of substantial microphonics detuning measured on

them. Within the measurement uncertainty both models are consistent with the

data while being virtually indistinguishable from one another.

4.4.2 Stable Energy Recovery

In the presence of a regular bunch pattern with little gap, phased for perfect

energy recovery in each cavity, the dynamics of the equilibrium mode phasor is

dominated by resonance detuning. We use linear superposition of the rf excita-

tion from the source and from the beam to analyze the net mode phasor. When

the detuning δω is small compared to the resonance frequency of the cavity, the

induced phasor from a single bunch rotates in time with respect to the phasor

coordinate system and becomes G̃0(T ) exp{iδω(t − t0)} for t − t0 >> T where G̃0(t)
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is defined in Eq. (4.21). The time averaged contribution from the injected beam

current Iin j is,

< q
∑

p

[G̃0(T )]pe{iδω−(1+Kp)ω1/2}(t−tp) >=
Iin j

∑
p[G̃0(T )]p

ω1/2(1 + Kp) − iδω
, (4.44)

which is similar to Eq. (4.40) except for a phase shift due to detuning and we

have defined the half-bandwidth asω1/2 ≡ 0.5ω0/QL. In the same way, the steady

state in the absence of beam also gets a phase shift from detuning which may be

explained by examining the LHS of Eq. (4.33) which is given by,

ä0 + (1 + Kp)
ω0ȧ0

QL
+ (ω0 + δω)2a0 ≈ R

[
F̃0

{ω0

QL
(1 + Kp) − 2iδω

}
eiω0t

]
, (4.45)

where we have assumed a constant detuning δω << ω. Equating this with the

steady source term ω0KpR{F̃speiω0t}/QL, and adding the contribution from the

beam, we obtain,

< F̃0 >=
KpF̃sp

1 + Kp − i δω
ω1/2

+
Iin j

∑
p[G̃0(T )]p

ω1/2(1 + Kp) − iδω
. (4.46)

The control loop effectively reduces the effect of the recirculating bunches on

the accelerating field inside the cavity by a factor of approximately 1 + Kp.

The net phasor induced by the recirculating bunches determines the equilib-

rium beam loading of the fundamental mode. Figure 4.5 shows the phasors in-

duced by the recirculating bunches in the first main linac cavity of CBETA in two

phasing configurations. The amplitudes are scaled as χp ≡ q
√
ω0/(2R/Q)[G̃0(T )]p

for convenience and the phases are referenced to the time averaged phasor of

the fundamental mode. The first panel shows the induced phasors from the 8

recirculating bunches (4 accelerating and 4 decelerating) each receiving an ex-

act energy gain or loss of 6 MeV. The second panel shows the induced phasors

from the 8 recirculating bunches phased according to the baseline design lattice
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Figure 4.5: Fundamental mode phasors induced by the recirculating bunches in
the first main linac cavity of CBETA with the phases referenced to
the cavity set point phasor. The left plot represents an ideal phasing
condition with perfect energy recovery while the right uses settings
from the current design lattice of CBETA.

of CBETA. The imaginary component of the resultant phasor
∑

p χp in the two

cases are 14.6 V and -17.2 V for the ideal phasing and the baseline design respec-

tively. The substantial imaginary component of the resultant phasor indicates

that the beam tends to rotate the mode phasor with respect to the average thus

creating a reactive load for the rf power source.

In the absence of stored energy inside the fundamental mode, a bunch pass-

ing through the cavity excites field phased for maximum deceleration, since all

the energy transferred from the bunch has to be injected into the induced field.

The phase of maximum deceleration depends on the velocity of the bunch as it

travels through the cavity. Under the first order approximation in bunch charge

used in this chapter, existing field inside the cavity gives rise to a modified ve-

locity profile ż(0)
p , which changes the phase for maximum deceleration and by

extension the induced phasor. Hence the resultant phasor depends on the phas-
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ing of the beam with respect to the fundamental mode. At higher energies, the

beam becomes more rigid resulting in a velocity profile closer to the speed of

light, which keeps this phase constant. As a result only the first and the last cav-

ity of the CBETA main linac for instance have an appreciable amount of reactive

beam loading. In order to compensate for the rotation in the mode phasor, the

control loop would use additional power to keep the phasor near the set-point,

about 36.5 kW for the baseline phasing of the first cavity in the CBETA main

linac (right panel in Fig. 4.5). To reduce power requirements during stable op-

erations, the imaginary component of the net induced phasor may be mitigated

either by optimal phasing or by detuning the cavity.

Detuning a cavity changes the effective response of the fundamental mode

phasor to the forward power phasor emitted from the rf source.[Padamsee et al.,

2008] While this impedance approach is used to calculate optimum detuning for

cavities operating in storage rings, we use an equivalent approach using mode

phasors. The net effect of beam loading can be encoded into a complex angular

frequency given by,

ωl,r + iωl,i ≡
Iin j

< F̃0 >

∑
p

[G̃0(T )]p (4.47)

where the phasor is referenced to the steady state accelerating field inside the

cavity. Using this definition in Eq. (4.46) and rearranging we get,

< F̃0 >

F̃sp
=

Kp

1 + Kp −
ωl,r+i(ωl,i+δω)

ω1/2

. (4.48)

To compensate for reactive beam loading, the time averaged mode phasor <

F̃0 > should exactly be in the same direction as the set point phasor F̃sp, i.e

I{< F̃0 > /F̃sp} = 0, where I{} represents the imaginary part of the complex

argument. The amount of detuning required to enforce this constraint is δωopt =
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−ωl,i. The required detuning for the two situations in Fig. 4.5 are approximately

−125 Hz and 158 Hz respectively. In practice, an automatic tuning system which

can change the resonance frequency of the cavity in response to reactive loading

is required for stable operations with little available rf power.

Microphonics detuning dominates the power requirements during steady

state ERL operations once reactive beam loading is counteracted. The equilib-

rium mode phasor in the presence of constant detuning δω = δωopt + δωext is

given by,

< F̃0 >=
Kp

1 + Kp −
ωl,r+iδωext

ω1/2

F̃sp , (4.49)

which follows from Eq. (4.48) under the assumption of perfect compensation of

reactive loading. Assuming high proportional gain Kp >> 1 and substituting

the amplitude of the set point phasor with the corresponding cavity voltage Vsp,

the average forward power < P+ > supplied by the control loop is,

< P+ >≈
V2

spQext

8 R
Q Q2

L

{(
1 −

ωl,r

ω1/2

)2
+

(δωext

ω1/2

)2
}
. (4.50)

Here we have used Eq. (4.36) under the assumptions δωext, ωl,r << Kpω1/2. This

expression is consistent with the circuit model. (see Eq. (1.35)) Plugging in mea-

surements of peak microphonics detuning give estimates of peak power require-

ments for the main linac rf systems during stable ERL operations.

4.4.3 Phasing Optimization

Besides detuning the cavity to mitigate for the reactive beam loading, optimiz-

ing the phases of the recirculating bunches can be another strategy to reduce the
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Figure 4.6: Schematic of the fundamental mode phasors induced by the recir-
culating bunches in the first main linac cavity in an ideal phasing
situation.

forward power requirements. The simple phasing scenario illustrated in the left

panel of Fig. 4.5 can be used to analyze the emergence of reactive beam loading.

Figure 4.6 shows a schematic of the induced phasors in the first cavity of a main

linac in an ERL, where all bunches arrive at a phase of approximately θERL ahead

of the on-crest phase (positive direction of real axis) and the deceleration phase

(negative direction of real axis), except for the first pass, which arrives at an an-

gle θERL − δ1 to account for relativistic effects. Based on the diagram, an estimate

of the net phasor induced by the passage of all the recirculating bunches for a

single injected bunch is given by,∑
p

[G̃0(T )]p ={G0(∞) cos θERL − G0(Ei) cos(θERL − δ1)}+

i{G0(∞) sin θERL − G0(Ei) sin(θERL − δ1)} ,

(4.51)

where G0(Ei) = |[G̃0(T )]1| is the amplitude of the induced phasor for the first

bunch which arrives with a low injection energy Ei, while G0(∞) ≈ |[G̃0(T )]p| is

the induced phasor amplitude for all higher energy passes. Assuming that the

steady state phasor of the accelerating field is F0, and the induced phasors are
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[G̃0(T )]p, the net energy transferred to the fundamental mode for each injected

bunch is 2qF0R{
∑

p[G̃0(T )]p}/ω
2
0 which follows from Eq. (4.25). This simple ap-

proximation is valid since the energy lost by the bunches due to the loss factor

is much smaller than the typical energy gained or lost due to the term linear to

the phasor. For perfect energy recovery this leads to R{
∑

p[G̃0(T )]p} ≈ 0, which

implies,

G0(∞) cos θERL − G0(Ei) cos(θERL − δ1) = 0 =⇒ cos(θERL − δ1) =

√
k0(∞)
k0(Ei)

cos θERL ,

(4.52)

where k0 = G2
0/ω

2
0 are the loss factors of the fundamental mode for different

pass energies. As an example, using the loss factor values from Fig. 4.2 and

using θERL ≈ 4.67◦, δ1 can be estimated to be 2.05◦ which approximately matches

the value calculated numerically as shown in the left panel of Fig. 4.5. The

imaginary part of the complex angular frequency defined in Eq. (4.47) may be

evaluated as,

ωl,i =
ω0Iin jR/Q

Vc

[
sin θERL −

√
k0(Ei)
k0(∞)

− cos2 θERL

]
, (4.53)

where we have used Eq. (4.38), (4.51) and (4.52). Plugging in the values corre-

sponding to the θERL ≈ 4.67◦, we obtain ωl,i ≈ 2π · 120 Hz which closely matches

the numerical calculation. Hence, reactive beam loading even in the situation of

perfect energy recovery in multi-turn ERLs can be directly attributed to dimin-

ishing loss factors at lower beam energies.

Keeping the energy change of bunches traveling through the cavity constant,

the amount of detuning required to mitigate reactive beam loading reduces with

increasing Vc in the case of perfect energy recovery as shown in Eq. (4.53). The

increase in Vc however inflates forward power requirements to maintain stable

field and also enhances the sensitivity of particle energies to field jitter. On the
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other hand, a different value of δ1 may be calculated which doesn’t necessarily

lead to perfect energy recovery but does reduce the overall power requirements.

Combining Eq. (4.36), (4.47) and (4.48), the forward power required to maintain

stable field in the presence of steady state energy recovery with large Kp and

zero detuning (δω = 0) is given by,

P+ =
V2

c Qext

8 R
Q Q2

L

∣∣∣∣1 − Iin j

ω1/2F0

∑
p

[G̃0(T )]p

∣∣∣∣2 . (4.54)

Plugging in the estimate of the sum of phasors from Eq. (4.52) we get the power

as a function of δ1 given by,

P+(δ1) =
V2

c Qext

8 R
Q Q2

L

[{
1 − L cos θERL +L

√
k0(Ei)
k0(∞)

cos(θERL − δ1)
}2

+

{
L sin θERL − L

√
k0(Ei)
k0(∞)

sin(θERL − δ1)
}2]

=
V2

c Qext

8 R
Q Q2

L

[
1 +L2 − 2L cos θERL +

k0(Ei)
k0(∞)

L2+

2

√
k0(Ei)
k0(∞)

{L cos(θERL − δ1) − L2 cos δ1}

]
,

(4.55)

where we have defined L ≡ 2QLIin jR/Q/Vc. In the presence of large injection

beam current, the minimum forward power is achieved for δ1 ≈ sin θERL/L. As

an example, in the ideal phasing situation with θERL ≈ 4.67◦ and Iin j = 40 mA,

whereas δ1 = 2.05◦ gives perfect energy recovery with large reactive beam load-

ing represented by ωl,i ≈ 2π · 120 Hz, δ1 = 0.015◦ leads to a total forward rf

power requirement of 18.2 W in the absence of microphonics detuning which is

much smaller than the 195 W required in the absence of any beam current. This

remarkable decrease in power requirement for the first cavity in the main linac

arises from the optimal phasing which reduces the energy gain ∆E1 of the bunch

in the first pass to,

∆E1 = ∆EERL

√
k0(Ei)
k0(∞)

, (4.56)
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where ∆EERL is the nominal energy change in all other passes. In the same way,

the optimal phasing of the last cavity of the main linac will ensure a slightly

lower energy loss in the last pass compared to the energy change in the other

passes, which in contrast leads to an increase in rf power requirement when

compared to the zero current situation. As an example, in an ideal phasing situ-

ation with θERL ≈ 4.67◦, the last cavity in the main linac of CBETA will consume

565.8 W for Iin j = 40 mA. Hence the optimal phasing situation which requires

no cavity detuning requires a slightly less energy gain/loss in the lowest energy

pass compared to the other passes and hence a corresponding increase in injec-

tion energy and final beam energy at the beam stop. In general, an optimiza-

tion which minimizes P+ given by Eq. (4.54) for all cavities instead of average

fundamental mode beam loading can lead to ERL settings which don’t require

mechanical detuning to mitigate reactive beam loading.

4.4.4 Special Bunch Patterns

ERL operation may require special bunch patterns for specific operational modes

or applications where not all linac buckets contain a bunch and may consist of

large gaps between the accelerating and the decelerating bunches. Panel (a) of

Fig. 4.7 shows a typical regular bunch pattern used for general operations. It

is characterized by three time-scales, the time between consecutive bunches Tb,

the total length of a single continuous bunch train Ttrain, and time period after

which the pattern repeats Trep. The time between consecutive bunches is deter-

mined by the laser frequency of the photo-injector used in the ERL. This can be

set to Tb = N/ f0 to fill all accelerating and decelerating buckets of the main linac,

where N is the total number of times a bunch passes through the main linac
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Figure 4.7: Influence of bunch pattern on field stability and power requirements
of the first main linac cavity in CBETA assuming no microphonics
detuning. (a) Typical bunch pattern. Peak power and field ampli-
tude fluctuations as functions of (b) train gap Tgap, (c) train length
Ttrain and (d) repetition time Trep.

and f0 is the operating frequency. While the average mode phasor and steady

state power requirements given by Eq. (4.49) and (4.50) respectively are valid

for regular bunch patterns with little gap, in general we need to solve Eq. (4.33)

numerically to fully compute transients in an arbitrary situation.

We use CBETA as our model ERL to demonstrate the influence of bunch

patterns on field stability and power requirements. A bunch in CBETA, passes

through the main linac 8 times, while each re-circulation pass takes 343 rf peri-

ods. At the highest energy, the path length is offset by 2.5 rf periods to move the

bunches into decelerating buckets. The design laser frequency (1/Tb) is 325 MHz

which ensures that all buckets of the main linac can be filled without overlap

at the full design current of 40 mA. Using the design lattice parameters and

the induced phasors for the first cavity in the main linac shown in the right

panel of Fig. 4.5, the average power requirement (Eq. (4.50)) at full current is

40.4 W assuming that the cavity is detuned by 158 Hz to compensate for reac-

tive beam loading and there is no additional microphonics detuning. At zero

current the average power required is 170.4 W, which is higher than in the pres-

ence of full current since this cavity is phased to recover more energy than it
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transfers into the beam. We solve Eq. (4.33) numerically for the first main linac

cavity in CBETA to evaluate the power requirements and field stability under

various bunch patterns.

Gaps in otherwise full-current operation may be used to inject diagnostic

(pilot) bunches in various applications. Panel (b) in Fig. 4.7 shows the peak am-

plitude of the voltage transient with respect to the set point and the associated

peak power requirement (Kp = 1000) as a function of gap illustrating that such

gaps can cause large voltage fluctuations leading to beam loss. Consequently,

the ERL should be operated in dedicated low current modes for diagnostic pur-

poses rather than using pilot bunches.

The average current in an ERL can be controlled by varying Ttrain and Trep.

Panel (c) of Fig. 4.7 represents a situation when the repetition rate is kept con-

stant with Trep = 686Tb and the number of bunches in the train varies from 0 to

686. At both limits, the maximum power requirement matches the average esti-

mates from Eq. (4.50). In between, the mean amplitude of the voltage transients

steadily increase with the number of bunches since the accelerating and the de-

celerating bunches are spaced apart. Above a duty cycle of 50%, the decelerating

bunches come often enough to start cancelling out the transients from the accel-

erating ones, which leads to a subsequent decrease in field transients and peak

power requirements. This also suggests that peak power is not only a function

of beam current but also Trep. Panel (d) shows peak power and field stability

as a function of Trep for a fixed beam current of 20 mA corresponding to a 50%

duty cycle. The time required for a bunch to travel through each re-circulation
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pass creates a non-trivial dependence on the repetition rate with multiple val-

ues where the transients reach a minimum. This result demonstrates the need to

optimize bunch patterns in order to reduce the field transients and peak power

requirements for a given operational mode of the ERL. The optimization of fill

patterns in a high energy 6-turn ERL is extensively investigated in Setiniyaz

et al. [2020].

4.4.5 Beam Current Ramps

When an ERL starts up, there exists a finite time period when the linac has to

provide more energy than it recovers. Ramping the beam current constrains the

number of additional bunches injected into the ERL per unit time, thus reduc-

ing the rf forward power required to damp the transients resulting from this

process. The injected beam current can be ramped in two ways, either by grad-

ually increasing the train length of the bunch pattern or by changing the bunch

charge while keeping the pattern constant. Due to various optics and beam dy-

namics effects related to changing bunch charge, we only explore ramping by

increasing train length in this discussion. In the slow ramping regime where the

time between the injection of each additional bunch is more than time the beam

takes to traverse the whole ERL, the maximum change in the accelerating mode

phasor is determined by the net phasor induced by the accelerating bunches i.e.

F
pk

0 ≈< F0 > +q
∑

p={1..N/2}[G̃0(T )]p. Assuming that the reactive beam loading is

compensated by gradually detuning the cavity during the ramp, we can calcu-

late the peak power requirement by plugging in the peak phasor into Eq. (4.36).
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Scaling the phasor to voltage units according to Eq. (4.38), we obtain,

Ppk
+ ≈< P+ > −

KpQextVsp

4R/QQ2
L

∑
p={1..N/2}

R{χp} , (4.57)

where the average power < P+ > given by Eq. (4.50) depends on the average

beam current at the time when the new bunch is introduced. Hence each addi-

tional injected bunch generates a transient which is suppressed by the control

system by injecting a peak power proportional to the loop gain Kp.

Figure 4.8 illustrates the dynamics of the mode phasor and the time depen-

dence of forward power in the first main linac cavity of CBETA during a current

ramp from 0 mA to 40 mA in 10 ms. The numerical solution assumes perfect

compensation of reactive beam loading applied using a fast resonance tuner.

The first panel shows a 2D histogram quantifying the time spent by the mode

phasor at different positions away from the set point denoted by the origin.

Such a plot can be used to gauge the likelihood of beam loss due to field tran-

sients during the ramp process by informing tracking calculations. On the other

hand, the right panel shows the power drawn by the control system during the

entire ramp process, clearly illustrating the effect of transients. In this partic-

ular case, the cavity is phased to recover more energy than it transfers to the

beam, hence the maximum peak power is drawn right at the beginning of the

ramp and is approximately 294.4 W which is close to the estimate of 264.4 W

from Eq. (4.57). This is a relatively modest power requirement when compared

to microphonics related transients. Consequently, the ramp rate will likely be

limited by how fast a resonance tuner can detune the cavity to compensate for

the increasing reactive beam loading generated during the ramp unless an op-

timum phasing solution is chosen which dramatically reduces reactive beam
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Figure 4.8: Dynamics of the accelerating mode phasor and time dependence of
power in the first main linac cavity of CBETA while ramping the
injector current from 0 mA to 40 mA within 10 ms. The left panel
shows a 2D histogram illustrating the time spent (darker means
more time) by the mode phasor at various positions in the complex
plane, where the origin designates the set point of the control loop.

loading.

4.4.6 Beam Loss

In the event of catastrophic beam loss, a large portion of the stored beam may

deposit all its energy into the cavities of the main linac in the absence of low

energy beam to be accelerated. In the worst case, all the stored beam in the

N/2 re-circulation arcs can travel through the main linac N/2 times, where N is

the total number of passes through the main linac. The total charge stored in a

single re-circulation arc is Iin jTp, where Iin j is the injection beam current and Tp is

the time required for a bunch to travel through a single pass. Assuming that the
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stored energy in the cavity doesn’t change much during this process i.e. Vc is

almost constant, the maximum energy deposited is δU = N2IVcTp/4, where qVc

is the energy transferred from a single bunch of charge q. This additional energy

deposited into the accelerating mode of the cavity could lead to a maximum

increase in voltage δVmax
c given by,

δVmax
c =

πN2

2
R
Q

Ih , (4.58)

where we have used the definition R/Q ≡ V2
c /(2ω0U0) and substituted ω0Tp =

2πh, where h is the harmonic number for re-circulation loop. If the increase

in gradient is large enough to quench the SRF cavity, then the ERL should in-

corporate fast kickers to loose the beam in the highest energy pass, so that the

energy of the residual beam can not be recovered. It is important to note that

this estimate does not include any additional beam injected into the ERL before

the Machine Protection System (MPS) deactivates the injector and it is crucial to

keep this response time small.

A simulation of the fundamental mode voltage in the first cavity of the main

linac in CBETA assuming a 1 µs response time of the MPS, for various scenar-

ios of beam loss is shown in Fig. 4.9. The scenarios considered are loss in the

injection line (equivalent to turning off the injector) and loss in the beginning

of the various energy loops. In the case of loss in the injection line and the first

pass, more energy is deposited into the cavity than transferred back into the

beam which leads to a sudden positive jump in the voltage, while the opposite

holds true for the other cases. The jump in the case of loss in the injection line is

≈ 0.53 MV which agrees with the estimate from Eq. (4.58). Since the maximum

field reached is much smaller than the quench field of the SRF cavities, fast

kickers are not required for high-current operation in CBETA. The simulation
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Figure 4.9: Cavity voltage transient as a function of time for various beam loss
scenarios.

assumes that the induced phasors calculated using Eq. (4.21) stay constant for

a brief period after the loss event. While this assumption is valid in the regime

where the cavity voltage, time of arrival and energy of the bunches stay almost

constant, a full simulation considering time of flight and R56 is required for large

machines capable of storing more beam.
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CHAPTER 5

DYNAMIC TEMPERATURE MAPPING

The rf to beam multiplication factor (Eq. (1.36)) which is the ratio of beam power

in an ERL to the amount of rf power used in all the accelerating cavities is de-

pendent among other things on heat dissipation of the cavity surface. The onset

of local heating on top of the nominal Ohmic dissipation in SRF cavities con-

strains efficiency and the maximum accelerating gradients which can be reached

during operations. Dynamic temperature mapping is a tool for diagnosing the

various mechanisms of local heating which appear on SRF cavities. This chapter

reports on the design and operation of a new data acquisition system which can

enable the creation of heat maps of the cavity’s outer surface at up to 50 ksps.

We discuss the various sources of uncertainty in the system and illustrate an

example observation of processing of field emission in a Niobium-Tin cavity.

5.1 Introduction

Thermal dissipation on the surface of SRF cavities is an essential indicator of

performance which determines the amount of refrigeration capacity required

for a linac. During normal operation, heat dissipated per unit area on the cav-

ity surface is given by Rs|H|2/2, where Rs is the surface resistance and |H| is the

amplitude of the surface magnetic field. The heat dissipated has to be trans-

ported away to keep the cavity at the operating temperature. However, when

SRF cavities are cooled by liquid Helium, there is a finite interfacial thermal re-

sistance (Kapitza resistance) at the interface between the cavity outer surface and

the Helium bath, which leads to small increases in surface temperature during
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operation.[Boucheffa et al., 1994, Amrit and Antoine, 2010] Temperature map-

ping entails spatially resolved measurements of temperature increases on the

outer surface of the cavity.[Padamsee et al., 2008] This technique has been used

throughout the years to diagnose non-uniformity of the cavity surface, appear-

ance of field emission[Knobloch, 1999], multipacting and other phenomenon

which causes local heating or thermal breakdown.[Antipov et al., 2013] Since

the maximum accelerating gradient which can be sustained in a SRF cavity is

often limited by thermal breakdown or quenching brought about by local heat-

ing, temperature mapping has become an important tool to understand these

mechanisms.

Niobium-Tin (Nb3Sn) which exhibits lower surface resistance and higher su-

perheating fields when compared to Niobium[Liarte et al., 2017] is an excellent

candidate to be studied using a thermometry system. Experimental studies of

Nb3Sn have revealed quench fields much lower than the theoretical superheat-

ing fields.[Posen and Hall, 2017] This observation can be explained by the onset

of local heating due to the penetration of magnetic vortices[Liarte et al., 2018,

Carlson et al., 2020], which eventually leads to thermal breakdown. Evidence

of quantized vortex entry obtained from dynamic temperature measurements

is consistent with this hypothesis.[Hall et al., 2018] Time-resolved temperature

measurements over the entire cavity outer surface can thus image local heating,

thermal breakdown and allow us to quantify the power dissipation arising out

of magnetic vortex entry. This makes dynamic thermometry an important tool

in characterizing Nb3Sn cavities.

Temperature, spatial and temporal resolution are the primary design param-

eters of a dynamic temperature mapping system. The temperature resolution
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limits the minimum local heat flux which can be observed on the surface. The

temporal resolution limits our view of quench propagation and contributes to

the measurement uncertainty of the field threshold which triggers vortex en-

try. There is however a trade-off between temperature and temporal resolution

since more averaging (lower sampling frequency) improves the statistical un-

certainty of a temperature measurement. Finally, the spatial resolution restricts

our ability to point to the exact location of vortex entry which limits microscopy

studies of the surface. While the enhancement of spatial resolution requires a

redesign of the temperature sensing elements themselves, improvement of the

acquisition system can help us achieve better time and temperature resolutions.

Existing thermometry systems are limited in their ability to obtain time-

dependent information from a large number of temperature sensors simulta-

neously. This constraint arises from the design of the data acquisition systems

which are based on multiplexing.[Antipov et al., 2013, Knobloch, 1997] In such

a system, a single Analog to Digital Converter (ADC) channel is used to digitize

data for a number of temperature probes. This effectively reduces the sample

rate of the data to fs/N, where fs is the sample rate of the ADC and N is the

number of thermometer channels to one ADC channel. Multiplexing further

staggers the acquisition time window of each channel, which can be a signifi-

cant constraint when observing dynamics happening at time scales comparable

to the effective sample rate.1 Hence acquisition systems with a large number

of channels each sampled by separate ADCs is essential in improving resolu-

tion and avoiding artifacts due to different acquisition windows.[Schmitz et al.,

2018]

In this chapter we report on a new dynamic thermometry system capable of

1This is similar to the rolling shutter effect in video cameras.
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sampling 768 channels at a rate of 50 ksps. The next section describes the instru-

mentation, including the thermometer setup and the new acquisition system.

Section 5.3 details the analysis of the temperature data and the various sources

of uncertainties. The procedure for estimating thermal flux and the associated

uncertainties is presented in Sec. 5.4. Finally, Sec. 5.5 gives some example data

obtained on a Nb3Sn cavity using this system.

5.2 Instrumentation

The temperature mapping (T-map) system is used in concert with a complete

vertical test setup in order to obtain both rf and thermal information simulta-

neously during a test. The thermometry system consists of many thermometers

attached to the outer surface of a cavity and an associated acquisition system to

record all the data. The new system presented here uses the original temper-

ature sensing elements designed at Cornell for use with a single cell 1.3 GHz

TESLA cavity, but uses a new acquisition system.

5.2.1 Temperature Sensors

The temperature sensors are arranged in a fixed grid covering the entire outer

surface of the cavity. The sensors are distributed among 38 thermometer boards

spanning the entire azimuth of the cavity with each board holding 17 sensors

as shown in panels (a) and (b) of Fig 5.1. This arrangement ensures a spacing

of ∼ 1 cm between each sensor which is the spatial resolution of the system.

The density of packing is limited not only by the space required to securely
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(a) (b) (c)

Figure 5.1: Major components of the thermometry system. (a) The arrangement
of 38 resistor boards around a 1.3 GHz single cell. (b) A single resis-
tor board. (c) Schematic for a single temperature sensor. Reproduced
from Knobloch [1997].

mount each sensor on to the cavity surface but also due to thermal dissipation

concerns. The sensors are designed to stay in good thermal contact with the

cavity, thereby isolating a fraction of the cavity surface from the Helium bath

and redirecting the thermal flux. As more sensors are used to cover the outer

surface of the cavity, the equilibrium temperature on the surface will tend to be

higher and thus affect the measurement itself. This imposes a limit on the min-

imum thermometer spacing achievable. A few additional sensors immersed in

the bath isolated from the surface of the cavity are used as bath temperature sen-

sors which can be used to account for Helium temperature drifts or other global

effects. A complete description of the system and the design considerations can

be found in Knobloch [1997].

The temperature sensors are carbon resistors from Allen-Bradley with a nom-

inal resistance of 100 Ω (5 %, 1/8 W) at room temperature. These resistors consist

of powdered carbon (graphite) mixed with an insulator and binder material to

achieve the desired resistance. Graphite is a semi-metal, while the powdered

form acts as a very small band gap (∼ 0.1 meV) semiconductor resulting in an
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exponential dependence of resistance on temperature, which forms the basis of

the measurement system. The resistance R of a sensing element as a function of

temperature T is given by,

R(T ) = R∞e
Eg

kBT , (5.1)

where R∞ is the resistance at high temperatures, Eg is the band gap of the mate-

rial and kB is the Boltzmann constant. However this simple equation is unable

to fully characterize the resistance of the sensor material and a modified regres-

sion model is generally used in practice for calibration purposes.[Rudtsch and

von Rohden, 2015, Steinhart and Hart, 1968] The resistors as manufactured are

not suitable for direct use for thermometry and they are specially mounted and

prepared for best thermal characteristics.

Panel (c) of Fig. 5.1 shows the construction of a single temperature sensor

with the resistor as the active component. The design is optimized to increase

the thermal contact of the resistor while reducing heat dissipated into the bath.

A G-10 housing along with epoxy potting compound encases the resistor pro-

viding a thermal insulating barrier so that the resistor is not cooled directly by

the bath. The insulating case of the resistor as manufactured, is ground away

to expose the graphite inside, and a thermal grease is used to increase contact

of the graphite with the cavity surface. The elements are attached to the ther-

mometer boards using spring loaded sticks, which further ensure good contact.

Even with these measures, the temperature rise detected by a sensor is a fraction

of the actual rise of temperature on the cavity surface. Each of the 646 resistors

in contact with the cavity are connected separately to the acquisition system

which sits outside the cryostat.
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Figure 5.2: Data acquisition architecture for the thermometry boards.

5.2.2 Acquisition System

The acquisition system connects to each resistor separately, providing a bias

current and measuring the potential difference across them. To simplify the

design of the data acquisition system, the 768 channels are divided into 24 iden-

tical modules called MBOARDs each capable of acquiring signals from 32 resis-

tors. A schematic of the T-map acquisition system is shown in Fig. 5.2. The 24

MBOARDs are arranged in two VME crates each with a custom designed back-

plane for inter-board communication. Further each MBOARD contains four

identical analog acquisition boards which acquire data from 8 channels each.

Signal processing, data acquisition and storage is controlled by a Mars ZX2 SoC

module[Enclustra FPGA Solutions] on each board. These devices run an em-

bedded Linux operating system and connect to the lab network via Ethernet al-

lowing them to be administered by a separate client application which initiates

and monitors the acquisition process. Each crate has one MBOARD designated

as the crate leader which synchronizes all other boards designated as followers

and provides a trigger signal to initiate acquisition. MBOARD 1 acts as the

leader board of the whole system receiving a hardware trigger and distributing
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Figure 5.3: Analog front end circuit and noise estimation. The left panel shows
a simplified circuit with the major components annotated and the
right panel shows noise spectral density as a function of frequency
as estimated from the circuit.

the clock and trigger signals to MBOARD 13. The analog boards themselves are

designed to be configurable by the user to adjust gains and offsets in order to

maximize the dynamic range of the measurement.

Both terminals of the temperature sensing resistors connect to twisted pair

cables which travel from the thermometry boards to identical analog circuits

shown in the left panel of Fig. 5.3. The circuit amplifies the signal in two stages,

first by a Programmable Gain Instrumentation Amplifier (PGIA) which can be

configured by the user. A programmable offset is applied to the differential out-

put of this stage to adjust the range of the amplified signals. Then a fixed gain

(gain = -5) differential amplifier sends the signal into the ADC. While the noise

contributed by the 24-bit ADC is negligible compared to the detected signal, the

thermal noise from the resistor, the noise from the amplification stages and the

offset is a significant source of statistical uncertainty in the temperature mea-

surement. The right panel of Fig. 5.3 shows the contributions of the different

components of the analog circuit and the net noise spectral density of the sig-

nal fed to the ADC. Noise spectral density n is defined as the square root of the
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Figure 5.4: Clock jitter on the acquisition boards. Left panel shows histogram
of time difference between rising edge of the clock signals on
MBOARDs 1 (leader) and 13 (crate 2 leader). Right panel shows the
histogram of time difference between MBOARDs 1 and 14 (crate 2
follower).

differential power of the signal per unit bandwidth i.e. n( f ) ≡
√

dP/d f , where P

is the power contained in the signal measured in nV2 and f is the frequency in

Hz. The total noise as a function of frequency shows a hump at high frequen-

cies, which is the primary source of temperature uncertainty at short acquisition

time scales. In addition to amplification, the signals also undergo some low pass

filtering before it is digitized by the 24-bit ADC, in order to avoid sampling ar-

tifacts.

The sampling time window (aperture) of all the thermometer channels must

be aligned with each other to ensure minimum temporal uncertainty of the mea-

sured dynamic temperature maps. Synchronization of all the ADCs in the ac-

quisition system is done in two stages. First, all the ADCs receive an universal

clock signal generated by the leader board (MBOARD 1), which is distributed

via the backplane in crate 1 and through a coaxial cable to crate 2. Second, the

acquisition time windows of all the ADCs are aligned using a special aperture

trigger, which induces the ADCs to start sampling the signals at the same time.

A measurement of sampling time jitter and offset is shown in Fig. 5.4 indicating
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a jitter of about 1 ns and maximum offset of 20 ns between the sampling aper-

tures. While the jitter is less than 1 ns on all boards the offset depends on the

distance the clock and trigger signals have to travel before they reach the ADCs.

However, the time differences involved are still a lot smaller compared to the

minimum sample time of 20 µs for the T-map system. In effect, the timing jitter

and offset between the different sensor channels is negligible when compared

to the time resolution of the acquisition system. The timing of the data is also

an essential factor in the software design for the system.

The software and firmware architecture employed by the T-map acquisi-

tion system is divided into three layers and is optimized for high volume data

flow. Programmable Logic (PL) in the form of a Field Programmable Gate Ar-

ray (FPGA) is used for deterministic control of the ADCs in order to acquire the

signals at the requested sample rate and store it into a fast Block RAM (BRAM)

buffer. However, this small buffer which can only store data equivalent to a

fraction of a second is continuously overwritten. The next level of firmware

running on the Programmable System (PS) in turn copies the data into a much

larger DDR3 RAM. It is crucial that the data saved to the limited BRAM be

copied over to the large DDR3 RAM at least as fast as the data is created. The

maximum memory speed thus imposes an upper limit to the sample rate of the

system. In the current design, the maximum sample rate of 50 ksps allowed by

the ADCs on all 32 channels on each board leave the PS with plenty of speed

overhead. During the acquisition, all the raw voltage data is stored in the DDR3

RAM, which constrains the maximum duration of the acquisition to ≈ 60 sec-

onds. Once the acquisition is complete, all the data is written to a remote disk

on the laboratory network for permanent storage. This whole process is admin-

istered remotely by a client application which is the third level of software for
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Figure 5.5: Channel selection from raw data taken at 2 K. The left panel shows
the standard deviation v/s the mean for each channel with selected
and discarded points colored blue and red respectively. The right
panel shows the distribution of the selected (green) and discarded
points (orange) on the surface of the cavity, while white squares rep-
resent disconnected channels.

the T-map acquisition system.

5.3 Temperature Analysis

The first step towards analyzing a dynamic temperature map is to determine

which channels are functioning properly and discard the faulty data. One method

of selecting the functioning channels is to visualize the statistics of the raw data

when there is no heating on the cavity surface, i.e rf is turned off. In this case,

most temperature sensors should report similar mean voltage and noise levels,

since the temperature of the cavity and the bath is uniform in the absence of

significant additional thermal flux. Resistors with damaged thermal or electri-

cal contact or which are connected to acquisition channels with faulty analog

processing circuits are going to be outliers. Figure 5.5 shows the statistics of a

raw rf off data set at 2 K. The left panel shows a scatter plot of the standard de-

viation as a function of mean for all the acquisition channels. There is clearly a
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dominant cluster of points (colored blue), which represents channels which are

working properly, while the others have been discarded. The right panel shows

the distribution of discarded points revealing that their positions are mostly ran-

dom. The number of discarded channels during typical experiments have been

around 10 % of the total number of channels. The selected channels are then

calibrated for use in temperature maps.

5.3.1 Calibration and Repeatability

The resistance of the thermometers are calibrated against precision CernoxTM

sensors also placed on the outer surface of the cavity. The calibration process

starts when the cavity is immersed in liquid Helium (∼ 4.2 K), and the whole

thermal mass has equilibrated to the temperature of the bath. After this, the

vapor pressure of Helium is progressively lowered which in turn slowly cools

down the bath while keeping approximate thermal equilibrium in the system.

During this process, multiple temperature maps are acquired along with the

corresponding temperature from the calibrated precision sensors. This process

generates calibration data i.e voltage v/s temperature for each channel. The bias

network in the input stage of the analog circuit (Fig. 5.3) generates a constant

current flowing through the resistor. Using Eq. (5.1) to describe the resistance

and an arbitrary voltage offset V0 in the electronics, the measured voltage is

given by,

V = V0 − V∞e
g
T , (5.2)

where we have defined g ≡ Eg/kB and V∞ corresponds to the potential differ-

ence across the resistor in the high temperature limit. The calibration data from

a single thermometer channel along with the best fit to Eq. (5.2) is shown in

148



-30 -25 -20 -15 -10 -5 0
Sensor Voltage (mV)

1.5

2

2.5

3

3.5

4

4.5

T
 (

K
)

10

20

30

40

50

60

70

T
 (

K
)

V
0
 = 931.48 ± 0.07 V

V  = 1414.04 ± 0.02 V

g = 6.05591 ± 0.00003 K

Figure 5.6: Temperature as a function of voltage for a single thermometer chan-
nel. The blue circles with error bars (very small since the data is
averaged over 1 second) represent measured calibration data, while
the black dashed line is the best fit with parameters shown in the
plot. The orange line shows the systematic uncertainty of tempera-
ture measurement.

Fig. 5.6.

The statistical uncertainty of the potential difference measured across the re-

sistors leads to an uncertainty in model parameter estimation. For example the

total uncertainty in g is given by σg =
√∑

i σ
2
V,i(∂g/∂Vi)2, where Vi and σV,i are

the mean voltage and the uncertainty of the mean respectively for the calibra-

tion point i. ∂g/∂Vi is calculated as the differential change of the fit parameter

g for an infinitesimal change of only one observation point Vi while keeping all

other points the same. The estimates of uncertainty in the fit parameters im-

prove with more observation points during calibration. This is crucial since the

uncertainty in fit parameters σV0 , σV∞ and σg introduce a systematic uncertainty

in the measurement of temperature, σsyst
T given by,

σ
syst
T =

√(
σg
∂T
∂g

)2

+

(
σV0

∂T
∂V0

)2

+

(
σV∞

∂T
∂V∞

)2

=
T
g

√
σ2

g + T 2
{( σV0

V0 − V

)2

+

(σV∞

V∞

)2}
,

(5.3)

where we have neglected any correlations in error estimates of the fit parame-
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Figure 5.7: Histograms of calibration fit parameters V0, V∞ and g for three suc-
cessive cool downs of the same cavity shown in blue, orange and
yellow respectively.

ters. The orange line in Fig. 5.6 shows σsyst
T as a function of the observed volt-

age. For the channel shown, an uncertainty of 15 µK is expected near 2 K while

a much greater uncertainty of 65 µK is predicted near 4.2 K. The uncertainty of

temperature measurement is greater at higher temperatures since the resistance

changes less at higher temperature.

Each resistor of the thermometry device must be calibrated each time the

system is cooled down. This is because each sensor has a slightly different resis-

tance and temperature dependence. Further, it has been observed that individ-

ual resistors change after each thermal cycle. Figure 5.7 illustrates the overall

statistics of the fit parameters of all the sensor channels showing change after

each thermal cycle. Due to disruptions during cool-down, the cavity and the

thermometry system were not in thermal equilibrium for the data shown in or-

ange leading to wider distribution of estimated calibration parameters. While

the statistical distribution of V0 and V∞ are close to Gaussian in all the cases, the

statistics of g is not. While the statistical distribution of g shows multiple peaks,

their spatial distribution on the cavity surface is random. A possible explanation

for this observation is that the resistors were manufactured in different batches

giving them different compositions and resulting band gaps. After calibration,
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Figure 5.8: Noise spectral density of the calibration data as a function of fre-
quency for different temperatures. The black dashed line is the esti-
mated noise from the amplifier circuit which feeds the ADCs.

all raw data can to be converted to temperature for further analysis.

5.3.2 Noise Sources

The signals acquired from the sensors on the temperature boards are subject

to noise from bath fluctuations, ambient electromagnetic radiation, electronic

noise introduced by the analog circuit and noise from the ADC. In order to char-

acterize these contributions, we calculate the noise spectral density n as a func-

tion of frequency f of the acquired signals V(t) using the Welch’s method.[Welch,

1967] The noise spectral density of the calibration measurements during cool-

down from one experiment averaged over all working sensor channels is shown

in Fig. 5.8. The noise present in these signals can be broadly classified into three

categories. The High Frequency (HF) part of the noise spectrum (& 10 kHz) is

consistent with the estimated noise from the analog processing circuit, which is

shown as the black dashed line. The majority of the high frequency noise can be

attributed to the PGIA as explained in Sec. 5.2 while the discrepancy between
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the measured spectra and the theoretical calculation arises from the use of a dif-

ferent gain setting in experiment than the one used for estimation. The second

noise contribution can be seen as discrete peaks in the spectrum at 60 Hz and

its harmonics among others. The source of these peaks may be ambient elec-

tromagnetic noise, noise in the analog circuits or even vibrations in the Helium

bath. The third contribution to the noise spectrum is the Low Frequency (LF)

component . 100 Hz which shows a strong dependence on bath temperature.

The temperature dependence of low frequency noise in the T-map data sug-

gests that it is generated by the cryogenic system. Figure 5.8 shows that the

LF noise generally increases in magnitude with decreasing temperatures, even

though the measurement is subject to random variations. The sources of noise

in the cryogenic system may include cryogenic turbulence excited by the pump-

ing of Helium vapor out of the test dewar and actuation of valves to control the

vapor pressure of the bath. A detailed study is required to ascertain the sources.

The amplitude of the 60 Hz peak also generally increases with reducing tem-

perature, giving evidence that it is not sourced from ambient electronic noise.

The electronic noise spectra may be used to calculate the statistical uncertainty

of the acquired T-maps.

The statistical uncertainty in a measured T-map depends on the time scale

over which the data has been averaged. For example, at a high sample rate of

50 ksps, each image acquired from the system, is subject to noise up to 25 kHz2,

which includes the substantial electronic noise generated by the PGIA. Hence,

a single T-map acquired at a large sample rate is subject to a large statistical un-

certainty. In contrast, if a map is obtained at 1 ksps (or equivalently decimating

2When a continuous signal is sampled at a frequency fs, the Nyquist-Shannon sampling
theorem restricts the bandwidth of the resulting discrete signal to fs/2.
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Figure 5.9: Statistical uncertainty of temperature measurement. Left panel
shows σstat

T as a function of sample time for various experimental
conditions, while the right plot shows the distribution of σstat

T for a
1 milli-second measurement corresponding to the blue line in the left
panel.

the 50 ksps data by a factor of 50), all the high frequency noise is averaged out

resulting in a much lower statistical uncertainty. We can quantify this effect by

integrating the power spectrum with frequency. The one-sided discrete power

spectral density pT ( fk) of a temperature sequence T (t j) of length N and sample

rate fs ≡ 1/∆t is defined as,

pT ( fk) ≡
2

∆ f

∣∣∣∣∣ 1
N

N−1∑
j=0

T (t j)e
−2πki

N

∣∣∣∣∣2 (5.4)

where t j = j∆t, ∆ f = fs/N, fk = k∆ f and k ranges from 1 to N/2. The total

statistical uncertainty σstat
T of a temperature signal sampled at a time scale of

0.5/ fk is thus given by,

σstat
T (0.5/ fk) =

√√√
∆ f

k∑
j=1

pT ( f j) , (5.5)

where k ranges from 1 to N/2 which in the case of the present T-map system

ranges to a minimum of 20 µs. This estimation of statistical uncertainty deter-

mines the optimal sample rate for taking data.

Figure 5.9 shows the variation of mean statistical uncertainty of the T-map

system with sample time, different cryogenic conditions and over the surface of
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the cavity. The frequency dependence of σstat
T shows large uncertainty at small

time-scales, which gets averaged out at intermediate sample times of ≈ 1 ms.

The variation with frequency stays flat before eventually dropping off after con-

siderable averaging of & 10 sec. The uncertainty also varies with temperature

and cryogenic conditions. In general 4.2 K data (red) is more noisy, since the

electronic noise dominates over the small temperature signal (Fig. 5.6 shows a

typical calibration curve which changes less with temperature at 4.2 K.) while

at ≈ 2 K, the bath fluctuations dominate uncertainty up to intermediate sample

rates of 1 ksps. The cryogenic system sustains temperatures below 4.2 K in the

vertical test setup by maintaining the vapor pressure of Helium using a pump-

ing system further governed by valves. The long acquisition (violet) at 2.0 K

suggests that very slow bath oscillations caused by periodic actuation of a con-

trol valve dominates σstat
T . The right panel of Fig. 5.9 shows a uniform distribu-

tion of uncertainty over the cavity surface at a sample time of 1-ms under this

default experimental condition. In the absence of any pumping (yellow), the

slow pressure drift of the bath completely dominates the uncertainty. Further, if

all valves are kept open at a static position (green), a low frequency component

at a sub Hz frequency shows up in addition to the drift. These observations sug-

gest the use of intermediate sample rates of 1 ksps (or equivalently decimating

the 50 ksps data by a factor of 50) for dynamic T-maps at 2 K where speed is not

important, yielding statistical uncertainties around 100 µK. While the cryogenic

system plays an important role in determining σstat
T , further reduction of uncer-

tainty is possible by compensating for drifts on the cavity sensors using the bath

temperature data.

Slow drifts in the bath temperature appear as an additive component to the

actual heating on the cavity surface. At temperatures below the lambda point,
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Figure 5.10: Bath subtraction as a method of reducing statistical uncertainty. (a)
Principal component analysis of rf off data. (b) Rf on temperature
measurement on one thermometer channel as a function of time.
(c) Statistical uncertainty of the same T-map channel as a function
of frequency.

thermal conductivity of the bath becomes very large, leading to an uniform

temperature distribution of Helium around the sensors attached to the cavity.

In principle, we can measure the Helium temperature fluctuations on separate

bath sensors and directly subtract this contribution from the temperatures mea-

sured by the map, in order to isolate the heating on the cavity surface. However

such a simple subtraction is not possible, since the sensors are thermally an-

chored to the cavity surface and are less affected by Helium temperature than a

sensor suspended in the bath. Further, thermal fluctuations travel at ≈ 16 m/s in

superfluid Helium at 2 K through second sound waves.[Wang et al., 1987] This

can lead to small time differences between the fluctuations as measured by dif-

ferent thermometers on the cavity surface. Nevertheless, the equivalent phase

lag of the sub-Hz oscillations illustrated in Fig. 5.9 as they propagate around the

cavity surface will be small. As an example, the phase difference between the

wave-fronts of a 1 Hz second sound wave as it propagates through a distance of

20 cm is 360× 0.2× 1/16 ≈ 4.5◦. As a result, subtraction of band-limited bath sig-

nals is a suitable method for reducing statistical uncertainty of the temperature

map.
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Elimination of bath fluctuations from the thermometer signals Tchan can be

written as,

T̂chan = Tchan + αFL{Tbath − 〈Tbath〉} , (5.6)

where T̂chan is the processed data, α is a constant unique to each channel, FL{} is a

functional which denotes low pass filtering3 of the bath signal Tbath and 〈Tbath〉 is

the mean bath temperature. A simple procedure for determining α is Principal

Component Analysis (PCA)[Shlens, 2014] of the band-limited signals FL{Tchan}

and FL{Tbath}. This method calculates the direction vector of the bath oscillations

(principal component of the signals) in the Tchan-Tbath space in the absence of

additional heating on the cavity surface as shown in panel (a) of Fig. 5.10. The

distribution takes the form similar to an ellipse, where each point in the plot

corresponds to the values of the temperature signals at some instant. Since we

have already filtered out the high-frequency components from the signals, the

direction of largest standard deviation corresponds to bath oscillations, and the

orthogonal direction corresponds to the actual desired data. It can be shown

that the slope of the minor axis of the distribution equals to the desired α for the

thermometer channel. Using this value in Eq. (5.6), we obtained the processed

signal (cyan) in panel (b). Panel (c) shows σstat
T as a function of sample time for

the duration of constant field in the cavity (flat portion of the processed signal).

The data from this channel illustrates how this method can reduce the statistical

uncertainty of temperature measurement from ∼ 100 µK to ∼ 30 µK for a sample

rate of 1 ksps.

3It is important that the filter itself does not introduce any phase lag into the bath oscilla-
tions which makes zero-phase filtering preferable. This analysis uses the MATLAB© function
filtfilt.[MathWorks®]
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5.4 Thermal Flux Estimation

Besides the qualitative utility of T-maps to visualize local heating, they can also

be used to quantify thermal flux which can be compared to theoretical models.

A simple method of determining the thermal flux arises from assuming that

heating on the cavity surface is mostly uniform with small departures on certain

areas with characteristic length scales of more than the sensor spacing. The total

power Pcal
c dissipated at the surface of the cavity as measured by N resistors can

be approximated as,[Knobloch, 1997]

Pcal
c =

1
KT

N∑
i=1

∆Tchan,iAi (5.7)

where ∆Tchan,i and Ai are the increase in temperature and area covered by sen-

sor i. KT is a calibration factor which quantifies the increase in temperature

of the cavity surface in response to thermal flux propagating into the Helium

bath. This is related to the Kapitza resistance[Swartz and Pohl, 1989] of the Nio-

bium/Helium interface and is assumed to be the same over all sensors. This

value can be obtained by acquiring T-maps at low fields where the surface heat-

ing Pc can be estimated indirectly from Q0 measurements. After the calibration

process is complete, a temperature elevation on a sensor can be interpreted as a

local thermal flux δPcal
c,i given by,

δPcal
c,i =

∆Tchan,iAi

KT
. (5.8)

This estimation of thermal flux is subject to uncertainties from varying thermal

contact efficiencies for each resistor and the spatial variation of the flux itself.

The efficiency of a sensor ηT is defined as the ratio of the temperature in-

crease as seen on the sensor ∆Tchan,i to the actual temperature increase on the

surface ∆Tsurf(~xi), where ~xi is a point on the outer surface of the cavity. The
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efficiency of a thermometer is determined by the interfacial thermal resistance

between the surface of the cavity and the resistor and between the resistor and

the Helium bath. As explained in Sec. 5.2, the flow of heat between the Helium

bath and the resistor is attenuated by encasing the resistor in thermal insula-

tor material, with the exposed side touching the cavity surface. In addition,

thermal grease is used to close gaps in the interface and allow for better heat

transfer. Regardless of these measures, ηT = 0.35 ± 0.13 has been reported in

previous measurements of the thermometry system [Knobloch, 1997] which is

one source of systematic uncertainty in flux measurement. The calibration data

itself, along with thermal simulations of heating on the surface can serve as a

method to measure ηT for individual sensors.

The spatial variation of heating on the cavity surface is yet another source

of uncertainty in thermal flux measurement. In an ideal situation, heat from a

point source on the rf surface diffuses into a localized distribution of flux on

the Helium cavity interface. This flux distribution on the surface gives rise

to elevated temperatures which can be approximated as a Gaussian given by

∆T (r) ≈ ∆T0 exp{−r2/(2σ2
h)}, where ∆T0 is the peak temperature on the surface

and r is the distance from the peak. σh denotes the size of the distribution and

is dependent on Kapitza resistance of the surface. The power emitted from the

point source which also equals the total heat flux δPc which flows through the

surface into the Helium bath is given by,

δPc = Hk

∫ ∞

0
∆T (r)2πr dr ≈ 2πHkσ

2
h∆T0 , (5.9)

where Hk is the interfacial thermal conductivity between the cavity surface and

the Helium bath. The heating on the cavity surface is observed on a few neigh-

boring sensors. Assuming that the highest temperature is recorded on one sen-
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sor with index m, the thermal power estimated from Eq. (5.8) is,

δPcal
c,m =

∆T0 exp{−r2/(2σ2
h)}Am

KT
. (5.10)

The ratio of estimated power to the real power given by χ ≡ δPcal
c,m/δPc is inde-

pendent of the unknown quantity ∆T0. Assuming that Hk, σh, KT , Am and ηTm are

known from material properties, thermal modelling and calibration data, the

primary source of systematic uncertainty in the flux measurement stems from

the unknown distance r of the sensor from the point source as seen on the cavity

outer surface. The relative uncertainty εχ of the ratio χ is given by,

εχ ≡

√
〈χ2〉 − 〈χ〉2

〈χ〉
=

√
〈exp{−r2/(σ2

h)}〉

〈exp{−r2/(2σ2
h)}〉2

− 1 . (5.11)

If the average distance between the resistors is l, then the position of the point

source with respect to the sensor follows an uniform probability distribution

between r = 0 and r = l/2. This allows us to estimate εχ as,

εχ =

√√√√ l
2
√
πσh

erf
( l

2σh

){
erf

( l
2
√

2σh

)}2 − 1 , (5.12)

where erf(x) ≡ 2/
√
π
∫ x

0
exp(−u2) du is the error function. With a thermometer

spacing of l ≈ 1 cm on a Nb3Sn cavity operating at 2 K, we get l/(2σh) ∼ 1.

The spatial resolution of the T-map limits the relative uncertainty of a flux mea-

surement to εχ ≈ 14%. This simple calculation illustrates the need for more

sophisticated flux estimation methods which rely on multiple sensors and ther-

mal models to reduce the systematic uncertainty of these measurements.

5.5 Results

The dynamic thermometry system can be used to image local heating on the

surface of the cavity. Figure 5.11 shows a few snapshots from a dynamic T-map
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Figure 5.11: Snapshots from a dynamic T-map acquisition. All maps share the
same color scale shown to the right. White squares represent dis-
carded channels.

of a Nb3Sn cavity acquired at 25 ksps. At t = 2.05 sec, a warm vertical streak

can be observed on the surface of the cavity, indicating possible field emission.

Over the next few snapshots, this streak disappears and a separate patch of local

heating appears at the bottom of the cavity. This is the first dynamic observation

of processing of a field emission event, clearly illustrating one application of this

new T-map acquisition system.
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CHAPTER 6

CONCLUSION

6.1 Microphonics Suppression

The operation of SRF cavities with high QL allows the use of efficient solid state

amplifiers. However the availability of limited power presents a significant con-

straint on the peak microphonics detuning which can be tolerated while main-

taining stable field. As a result, mitigation of vibration sources have become

important for operations for a growing number of particle accelerators. Apart

from passive measures, most cryomodules also incorporate fast tuners based

on piezo-electric actuators which can be used for active resonance control such

as in LCLS-II, XFEL and CBETA. Assuming that the mechanics is adequately

described by linear partial differential equations, we can model the tuner’s re-

sponse as a slowly changing Linear Time Invariant system. As a result, the

dynamics of the tuner can be encoded in a transfer function τ(ω), which ex-

presses the amplitude and phase response of the cavity resonance frequency

to sinusoidal excitations applied to the actuator at different frequencies. Mea-

surements from 7-cell SRF cavities used in the main linac of the CBETA project

indicate that the bandwidth of an active control system must be limited to be-

low microphonics frequencies of 200 Hz beyond which mechanical eigenmodes

dominate the dynamics. The transfer function data is used in the design of the

active microphonics control system.

The narrow band Active Noise Control(ANC) algorithm may be derived

starting from the assumption that microphonics detuning can be decomposed

into a finite sum of sine waves. A sine wave of the same frequency applied to
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the actuator at the correct amplitude and phase should perfectly compensate

for the vibrations. The use of stochastic gradient descent leads to an update

relation which slowly changes phasors with components Im and Qm depending

on the net microphonics detuning. The phasors in turn modulate carrier sig-

nals at the microphonics frequencies ωm applied to the actuator thus completing

the ANC feedback controller. The ANC algorithm is equivalent to a linear time

invariant filter which allows for the computation of a frequency response. We

use this response function to establish constraints on the adaptation rates µm

and the controller phases φm in order to operate in the stable region. Finally we

propose a modification which automatically minimizes the mean square of com-

pensated detuning by adapting the value of the controller phase in response to

changing tuner responses or changing vibration excitations. The effectiveness of

the modified ANC algorithm was verified using numerical simulations before

it was applied to the main linac cavities during rf operations of CBETA.

We applied various mitigation techniques on the main linac SRF cavities to

reduce microphonics detuning. Passive measures included several modifica-

tions to the cryogenic system to damp thermo-acoustic oscillations and tran-

sients related to Helium flow which led to a reduction of peak detuning by at

least a factor of 2. We further demonstrated the use of the active control system

to achieve a stable reduction of microphonics typically by a factor of 2 without

the need of detailed measurement of the tuner transfer function. Future work

will involve finding the remaining sources of vibrations and eliminating them,

incorporating automatic frequency tracking in the ANC algorithm in order to

make it more robust, and devising an algorithm to automatically configure the

ANC on multiple frequencies during operation. The ANC algorithm was put to

use while commissioning the MLC for energy recovery operations.
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6.2 RF Commissioning

The Main Linac Cryomodule (MLC) is responsible for energy recovery in CBETA

and is operated at a large nominal loaded quality factor QL ∼ 6 × 107 in order to

reduce average power requirements. Besides the crucial aspect of microphonics

suppression, the commissioning process for the MLC also involves setting up

the support equipment for stable operation. Each of the six 7-cell SRF cavities

operating at 1.3 GHz inside the cryomodule are powered by separate Solid State

Amplifiers (SSAs) with associated high level rf components. The initial perfor-

mance of this equipment was affected by a manufacturing error on the high

power rf circulators. Once these were repaired, all the components including

the SSAs, circulators, rf couplers and waveguides were eventually tested to the

full power requirements. The SSAs themselves are driven by the Low Level RF

(LLRF) control system which measures the accelerating gradient inside the cavi-

ties and maintains them near to the desired set points. We use mixers to convert

the 1.3 GHz signals to an Intermediate Frequency (IF) of 12.5 MHz which are

then digitized by the LLRF to yield measurements of the voltage, forward and

reverse travelling wave phasors. Initial commissioning of the LLRF involved

the calibration of these signals. Besides the rf systems, SRF cavity operations

also involve a cryogenic system responsible for sustaining the operating temper-

ature of 1.8 K. We optimized the flow of liquid Helium through the cryomodule

for maximum efficiency and minimum microphonics detuning.

Once the support systems for the SRF linac are configured, individual cav-

ity commissioning is the next step. All rf cavities in CBETA were tuned to

1.2999 GHz, since one of the stiffened cavities in the MLC could not be tuned

to the design frequency of 1.3 GHz. The commissioning procedure for the main

163



linac involves the adjustment of various gains, offsets, phase parameters and

trip thresholds in the LLRF to establish stability of the accelerating gradient and

ensure that the system protects itself from damage. While some of these steps

can be done once, others need to be repeated on a daily basis to account for var-

ious drifts in the system. The daily start-up procedure includes cavity tuning,

phase offset adjustment, microphonics measurement and beam based measure-

ment of on-crest phase of all the cavities of the MLC. At the final stage of com-

missioning, the peak microphonics detuning was limited to 23 Hz among all the

cavities which results in peak power requirements well within the capabilities

of the SSAs providing rf power. While the short term stability of the accelerating

field is near the specified tolerance of 10−4 of relative amplitude jitter on 4 out of

the 6 cavities, we observe long term drift in amplitude on an unstiffened cavity.

Regardless of these issues, energy recovery has been successfully demonstrated

in the MLC cavities during 1-turn operations of CBETA with an energy balance

efficiency of 99.4 ± 0.1%.

Future work on rf commissioning will aim to optimize stability even further

while preparing the system for very high beam currents up to 40 mA. The slow

drift observed on one MLC cavity is a major outstanding issue. Measurement

of ambient rf noise, cross-talk between the LLRF controllers of different cav-

ities, response measurement of the Proportional-Integral feedback loops will

likely improve the short term stability or jitter in the accelerating field. The

uncertainty in phase rotation (offset) measurement may be improved by us-

ing the fast field phasor data instead of relying on averages. Preparation for

high-current operations will involve extensive characterization of Higher Order

Mode (HOM) excitations in the MLC, including measurement of heating in the

HOM absorbers and observation of Beam Breakup Instability in the recirculat-
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ing bunches. A detailed design of the current ramping system and compensat-

ing for the resulting transient beam loading will be critical in achieving stable

high current energy recovery.

6.3 Transient Beam Loading

The energy recovery process in high-current ERLs is subject to transients during

all modes of operation. Existing methods of analyzing transient beam loading

rely on the notion of shunt impedance defined under the assumption of ultra-

relativistic beams, while in contrast typical ERLs like CBETA operate in the

medium energy range where relativistic effects become important. We present

a self-consistent approach to calculating the longitudinal dynamics of a bunch

traveling through a cavity by describing the field in terms of discrete eigen-

modes which act as lossless simple harmonic oscillators coupled to the motion

of macro-particles constituting the bunch. We show a numerical simulation of

the model to study the evolution of the lower order modes in the fundamental

pass-band of a 7-cell cavity during the passage of a single bunch. The results

reveal energy conservation limited by the numerical precision of the calculation

with a scale of 10−9 compared to the total energy transferred from the field to

the beam. However, an approximation to this model, linear in bunch charge is

sufficient to study transient beam loading in ERLs, since Egain/E f ld << 1.

The circuit description of beam loading is equivalent to the linear model in

the ultra-relativistic limit and does not show any measurable difference at low

currents. However, during steady high-current ERL operation, the net induced

phasor has a substantial imaginary component which results from the phase slip
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of the low energy beam with respect to the phase velocity of the rf. While the

exact amount is dependent on phasing, compensating for reactive beam load-

ing directly using the rf power source would lead to prohibitively high power

requirements, about 36.5 kW for the first main linac cavity of CBETA under the

phasing used in the baseline design lattice. Detuning the cavity can compensate

for this imaginary contribution of the induced impulse to the steady state mode

phasor of the cavity. The required detuning of 158 Hz can reduce the power re-

quirement dramatically to 40.4 W during continuous operations. On the other

hand, it is possible to optimize the voltages and phases of the main linac cavities

in order to minimize the forward power requirements without the need to de-

tune them. This demonstrates the importance of reactive beam loading in ERLs

which can not be predicted using the circuit model.

We analyze field transients and associated power requirements under high-

gain proportional feedback control in various modes of operation. The analysis

of bunch patterns suggest that while gaps are not acceptable within continu-

ous bunch trains, the train length and repetition rate itself can be optimized to

reduce transients while sustaining an arbitrary average beam current. Ramp-

ing beam during ERL startup is possible by steadily increasing the number of

bunches in a single train while keeping the bunch charge constant and detun-

ing the cavity proportional to the current to compensate for the reactive loading.

Hence the ramp rate will be limited by how fast a resonance tuner can detune

the cavity to minimize power consumption. During beam loss the maximum

energy deposited by the residual stored beam into the cavity depends on to-

tal amount of stored charge in the return loop. If the energy deposited is large

enough to drive a SRF cavity to it’s quench field then fast kickers should be

incorporated in the highest energy loop to prevent the remaining stored beam
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to get decelerated. Based on this calculation CBETA will not require the use of

fast kickers. Future research will concentrate on the implementation of the fast

tuning system to automatically compensate for reactive beam loading.

6.4 Dynamic Temperature Mapping

While operating SRF cavities with narrow bandwidth and executing energy re-

covery are two ways of reducing the rf power requirements for linac operation,

the use of new materials to lower heat dissipation on the cavity walls could

result in significant gain of efficiency by reducing refrigeration demands. As

an example, Nb3Sn exhibits a much lower surface resistance at higher temper-

atures which makes this next leap in accelerator efficiency possible. However

in experiments this material quenches at fields much lower than the predicted

superheating field. In general, quenches arise from the onset of local heating

on a cavity surface resulting from various processes including magnetic flux

trapping, multipacting, field emission among others. The technique of cavity

thermometry can be used to image local heating and measure heat flux on the

surface which can enable the study of the underlying mechanisms. The Cornell

T-map system uses 646 specially mounted carbon resistors as the active tem-

perature sensing elements which are fixed all over the cavity surface to enable

the observation of heat maps while the cavity is being tested with field. The

mounting is designed to optimize heat transfer between the cavity surface and

the resistor while insulating the path between the resistor and the Helium bath.

We describe the operation of a new data acquisition system which is used to

measure the resistance of these thermometers simultaneously at 50 ksps, and

discuss the uncertainties of temperature and flux measurement.
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The process of analyzing dynamic T-maps involve channel selection, resis-

tance calibration, averaging and bath subtraction. Starting from when the whole

cavity and the sensors equilibrate with the liquid Helium bath at 4.2 K, to the

time, when the cryostat is cooled to ≈ 2 K, multiple short duration T-maps are

acquired to serve as calibration measurements. Channel selection takes place

at the lowest temperature by selecting the dominant cluster of points in the

space of standard deviation v/s mean of the raw voltage data from the chan-

nels. Typically ≈ 10% of the channels are discarded. The resistance of the

sensors is calibrated against a model which assumes that the carbon resistors

act as small band gap semiconductors. Once each channel is separately cali-

brated, the model parameters can be used to convert a raw voltage measured

by the acquisition system to a corresponding temperature. The systematic un-

certainty σsyst
T associated with the estimation of temperature is typically ≈ 15 µK

at 2 K and ≈ 65 µK at 4.2 K owing to the smaller sensitivity of the resistance at

higher temperatures. The acquired signals are subject to noise all over the fre-

quency spectrum, with major contributions from the analog amplification cir-

cuit at & 10 kHz and temperature-dependent noise from the cryogenic system

at . 100 Hz. The noise spectrum gives rise to statistical uncertainties σstat
T in the

measurement of temperature which is a function of the sample time. At 20 µs,

the briefest sample time possible in the present system, and a bath tempera-

ture of 2 K, σstat
T is a few 100 µK, while this can be averaged out at intermediate

sample rates where σstat
T ∼ 100 µK. Slow oscillations or drifts form a significant

part of this residual uncertainty which can be reduced by subtracting away the

slow variations in bath temperature using data from special sensors immersed

in the Helium bath. Bath subtraction analysis allows the reduction of statistical

uncertainty at 1 ksps to σstat
T ∼ 30 µK at which point it becomes comparable to
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σ
syst
T .

The process of converting the observed thermometry data to thermal flux on

the cavity surface is subject to various systematic uncertainties. Firstly, the ther-

mal contact of the sensor with the surface and the altered flow of heat flux into

the Helium bath in the presence of sensors give rise to a contact efficiency ηT

which varies among sensors. While the measurement of ηT is possible by com-

paring observed temperature rise on the sensors at low field compared to ones

predicted by thermal models, it is dependent on exact measurement of field

in the cavity which itself introduces a systematic uncertainty of measurement.

Further the limited spatial resolution of temperature measurement introduces

an uncertainty in estimating the actual thermal flux since the position of the

source of local heating is unknown. Future work will involve development of

sophisticated thermal models taking into account measurements from multiple

sensors to improve flux estimation. Efforts to reduce intermittent failures and

data loss in the acquisition system are required to improve the overall reliability,

while development of lower noise analog circuits can greatly reduce the statis-

tical uncertainty of temperature measurement.

6.5 Outlook

The research projects reviewed in this dissertation focus on reducing electri-

cal power required to operate SRF linacs used in modern particle accelerators.

Chapters 2, 3 and 4 described the use of narrow bandwidth SRF cavities and the

technique of energy recovery in an endeavor to reduce rf power requirements.

Chapter 5 detailed a novel dynamic thermometry system which can be used
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to characterize future SRF materials leading to potentially lower refrigeration

requirements further boosting efficiency. An extension of this effort of improv-

ing efficiency in particle accelerators would naturally involve developing new

technologies of beam transport which further reduce energy consumption. The

fixed field alternating return arc of CBETA based on permanent magnets is an

excellent example. In addition, SRF ERLs can be used for hadron cooling in

an Electron-Ion Collider to preserve the luminosity of the stored beam. This

precludes the use of an on-energy hadron injection system and hence greatly

reduces power consumption of the facility. The work presented in this disserta-

tion contributes to all of these applications.
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APPENDIX A

IMPERFECT DIRECTIONAL COUPLERS

The dual directional coupler used for measuring beam loading in the main linac

is effectively a 4-port device connected to the fundamental power coupler of the

cavity. We use a simple circuit model to characterize the operation of this device.

We define the excitation at the two waveguide ports 1 and 2, using complex

voltage phasors Ṽ+ and Ṽ−, denoting the forward traveling wave entering port

1, exiting port 2 into the cavity and the reverse traveling wave reflected from the

cavity entering port 2, exiting port 1 respectively. The ports 1 and 2 can transfer

power in either direction with very little attenuation. The powers are defined

as,

P+ ≡
|Ṽ+|

2

2 R
Q QL

, (A.1a)

P− ≡
|Ṽ−|2

2 R
Q QL

, (A.1b)

where P+, P− are the actual forward and reflected powers respectively and QLR/Q

is the effective impedance of the fundamental power coupler and the cavity. In

addition, two other ports 3 and 4 corresponding to phasors Õ+ and Õ− couple

to a small portion of the forward and reverse traveling waves respectively and

these are used to measure the powers during machine operation. The observed

phasors are linearly coupled to the actual traveling wave phasors through,Õ+

Õ−

 =

M̃11 M̃12

M̃21 M̃22


Ṽ+

Ṽ−

 , (A.2)

where the elements of the 2x2 matrix encode the attenuation and phase rela-

tionships between the actual phasors and the coupled phasors. The matrix ele-

ments, M̃12 and M̃21 represent the cross-coupling in the directional coupler and
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should ideally be 0. However, for any real directional coupler, we should take

into account the presence of non-zero off diagonal elements since it affects the

measurement of beam loading.

The process of calibration and measurement of forward and reflected powers

used in CBETA directly affects the beam loading measurements. The coupled

signals from ports 3 and 4 are detected by the rf control system as voltage pha-

sors Õ+ and Õ− respectively. The forward and reflected powers are measured as,

P̃+ ≡ κ+|Õ+|
2 , (A.3a)

P̃− ≡ κ−|Õ−|2 , (A.3b)

where κ+ and κ− are calibration factors. The process of calibration involves sub-

stituting the cavity with a shorted waveguide, which reflects the incoming wave

with a phase shift of π, leading to Ṽcal
− = −Ṽcal

+ , where cal represents the calibra-

tion measurements. Using Eq. (A.2), we can represent the observed phasors

during calibration in terms of the actual phasors as Õcal
+ = (M̃11 − M̃12)Ṽcal

+ and

Õcal
− = (M̃21 − M̃22)Ṽcal

+ . Further, we set up an independent measurement of for-

ward power, directly from the rf power source yielding the correct value of Pcal
+

for the calibration process. Using this known power measurement, the calibra-

tion constants are set to κ+ = Pcal
+ /|Õcal

+ |
2 and κ− = Pcal

+ /|Õcal
− |

2. Combining these

calculations for the calibration constants with the definition of actual powers in

Eq. (A.1), we get

κ+ =
1

2|M̃11 − M̃12|
2 R

Q QL
, (A.4a)

κ− =
1

2|M̃21 − M̃22|
2 R

Q QL
, (A.4b)

where the matrix elements are still undetermined. We can use these relations
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linking the calibration constants with the coupling matrix to determine the mea-

sured difference between forward and reflected power.

During normal operation, the amplitude and phase of the reflected wave

Ṽ− depends on the resonant frequency of the cavity represented as a tuning

phase ψ′, the cavity voltage Vc, the Fourier amplitude of beam current Ib and the

phasing of the beam. Using Eq. (??) and (1.31), the reflection coefficient of the

cavity, defined as Γ ≡ Ṽ−/Ṽ+ = Ĩ−/Ĩ+ is given by,

Γ = −

1−β
1+β

+ Ib
Vc

R
Q QLe−iφ0 + i tanψ′

1 + Ib
Vc

R
Q QLe−iφ0 + i tanψ′

, (A.5)

where β ≡ Q0/Qext is the coupling factor representing the ratio of intrinsic qual-

ity factor Q0 and external quality factor Qext of the cavity, while φ0 represents

the phase of arrival of an ultra-relativistic beam with respect to the phase of

maximum energy gain. In the case of the CBETA main linac, we operate the

cavities in the over-coupled regime (β >> 1) while being tuned to the rf source

frequency (ψ′ = 0). This simplifies the expression of reflection factor to,

Γ =
1 − Ib

Vc

R
Q QLe−iφ0

1 + Ib
Vc

R
Q QLe−iφ0

≡
1 − f
1 + f

, (A.6)

where we have defined f ≡ Ib
Vc

R
Q QLe−iφ0 . Using the lumped circuit model for

resonant cavities, we can further use Vc = Ṽ+ + Ṽ− to write Ṽ+ = Vc/(1 + Γ) and

Ṽ− = ΓVc/(1 + Γ) which form theoretical estimates of the actual forward and

reverse traveling wave phasors in the directional coupler.

We can now combine the theoretical estimates of the actual traveling wave

phasors with the expressions for calibration factors to calculate the difference

between observed forward and reflected powers. Using Eq. (A.3) and Eq. (A.4),

we get

P̃+ − P̃− =
|Õ+|

2

2|M̃11 − M̃12|
2 R

Q QL
−

|Õ−|2

2|M̃21 − M̃22|
2 R

Q QL
. (A.7)
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Plugging in Eq. (A.2) along with the expressions of estimated forward and re-

flected wave phasors and Eq. (A.6), we get

P̃+ − P̃− = V2
c
|(1 + f )M̃11 + (1 − f )M̃12|

2

8|M̃11 − M̃12|
2 R

Q QL
− V2

c
|(1 + f )M̃21 + (1 − f )M̃22|

2

8|M̃21 − M̃22|
2 R

Q QL
+ O( f 2) ,

(A.8)

where we have assumed that Ib
Vc

R
Q QL << 1. Simplifying the expression we get,

P̃+ − P̃− =
V2

c

8 R
Q QL

{
|M̃11 + M̃12|

2

|M̃11 − M̃12|
2
−
|M̃21 + M̃22|

2

|M̃21 − M̃22|
2

}
+

V2
c

8 R
Q QL

{
f (M̃11 + M̃12)∗(M̃11 − M̃12) + f ∗(M̃11 + M̃12)(M̃11 − M̃12)∗

|M̃11 − M̃12|
2

−
f (M̃21 + M̃22)∗(M̃21 − M̃22) + f ∗(M̃21 + M̃22)(M̃21 − M̃22)∗

|M̃21 − M̃22|
2

}
+ O( f 2) .

(A.9)

The first term is independent of f and consequently beam current, so we denote

it as a constant,

P̃c ≡
V2

c

8 R
Q QL

{
|M̃11 + M̃12|

2

|M̃11 − M̃12|
2
−
|M̃21 + M̃22|

2

|M̃21 − M̃22|
2

}
. (A.10)

If we had a perfect directional coupler, corresponding to the limit M̃12 = M̃21 →

0, then P̃c → 0, which is consistent with negligible power dissipation as ex-

pected, when a cavity is operated with β >> 1. Plugging the above definition

into Eq. (A.9) and simplifying, we get,

P̃+ − P̃− = P̃c +
V2

c

8 R
Q QL

{ ( f + f ∗)(|M̃11|
2 − |M̃12|

2) − ( f − f ∗)(M̃∗
11M̃12 − M̃11M̃∗

12)

|M̃11 − M̃12|
2

−
( f + f ∗)(|M̃21|

2 − |M̃22|
2) − ( f − f ∗)(M̃∗

21M̃22 − M̃21M̃∗
22)

|M̃21 − M̃22|
2

}
+ O( f 2) .

(A.11)

We now recognize that f ≡ Ib
Vc

R
Q QLe−iφ0 ≈

Ib
Vc

R
Q QL cos φ0(1 − iφ0), for a beam which

is close to the perfectly accelerating or the decelerating phase. Further in a prac-

tical differential coupler, M̃12 = δ1M̃11 and M̃21 = δ2M̃22, where |δ1|, |δ2| << 1.
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Simplifying Eq. (A.11) under these approximations and keeping only the first

order terms,

P̃+ − P̃− = P̃c +
IVc cos φ0

2

{
|M̃11|

2 − |M̃12|
2

|M̃11 − M̃12|
2
−
|M̃21|

2 − |M̃22|
2

|M̃21 − M̃22|
2

}
+ O(I2) , (A.12)

where we have substituted the Fourier amplitude of the beam current, Ib, with

the measured beam current, I, where Ib = 2I. Finally, defining a constant χ ≡

0.5{(|M̃11|
2−|M̃12|

2)/|M̃11−M̃12|
2−(|M̃21|

2−|M̃22|
2)/|M̃21−M̃22|

2}, we arrive at a simple

expression for the difference between measured forward and reflected power,

P̃+ − P̃− = P̃c + χIVc cos φ0 + O(I2) , (A.13)

which is valid in the regime Ib
Vc

R
Q QL << 1.
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