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Millimeter and sub-millimeter observatories provide a unique and powerful win-

dow into the origins, content, and evolution of the universe. In our current era of

precision cosmology, measurements of the cosmic microwave background (CMB)

yield constraints on frontier physics such as dark energy, the sum of the neutrino

masses, and models of inflation. Measurements of the CMB also reveal the astro-

physics of galaxy clusters and can then be used to glean information about the

early universe.

The early universe can also be studied with millimeter-wave observations of red-

shifted spectral line emissions from early star-forming galaxies during the Epoch of

Reionization (EoR). A relatively new method, called spectral line intensity map-

ping (LIM), can be used to tomographically map the EoR. LIM observations of

the EoR will reveal properties of the reionization sources and how reionization

impacted the evolution of the intergalactic medium (IGM) into the large-scale

structure we see today.

In order to improve CMB observations and enable new LIM measurements,

microwave observatories require high-throughput cryogenic optics and interferom-

etry, and ultra-sensitive superconducting detectors. This dissertation presents de-

velopments of these technologies for three projects: the Atacama Cosmology Tele-

scope (ACT), the CCAT-prime Observatory, and the Simons Observatory (SO).

We begin with a presentation of in-situ warm spillover beam measurements of the



Advanced ACT receiver, which have been used to improve the optical designs of fu-

ture telescopes. We then discuss the design, models, and fabrication development

of metamaterial-based, silicon-substrate, Fabry-Perot interferometers for CCAT-

prime’s [CII] LIM instrument. We then describe the characterization of prototype

superconducting transition edge sensors (TES) for Simons Observatory including,

critical temperature, saturation power, time constant, and complex impedance

measurements. The dissertation concludes with a brief discussion of the cosmol-

ogy and astrophysics science goals that these technologies will enable when they

are deployed on microwave telescopes in the coming years.
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CHAPTER 1

INTRODUCTION

This dissertation describes the author’s scientific contributions to far-infrared

and millimeter-wave telescope instrumentation through applied physics. Before

diving into the technical work, it is important to set the stage in the relevant fields

of observational cosmology and astrophysics. This chapter provides an overview

of the motivations behind the development of these telescope technologies.

1.1 The Expanding Universe

Observational evidence of the expansion of the universe dates back to the early

1900s when Slipher interpreted redshift measurements of nearby galaxies as

Doppler shifts due to their motions away from Earth [128, 129]. Using distance

measurements to Cepheid variable stars [89] in nearby galaxies, Hubble refined this

observation by noting that redshifts appeared to increase roughly linearly with dis-

tance [76]. This gave rise to Hubble’s law, z = H0

c
r, which quantifies the recession

rate that we measure today as Hubble’s constant, H0, in terms of the measured

redshift, z ≡ (λobs − λemit)/λemit, the distance to the galaxy, r, and the speed of

light, c. At the time of this discovery, the implication that space is expanding was

at odds with the accepted cosmological model of a static universe. These observa-

tions gave rise to the Big Bang theory which asserted that the universe expanded

from a hot, dense, ionized state in which matter and radiation were in thermal

equilibrium.

Today, the prevailing model of cosmology is ΛCDM, which is a parameterization

of the Big Bang theory. This model is well described in many texts [45, 123, 154].
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The evolution of this expansion under ΛCDM is governed by the energy density

constituents of the universe, namely: radiation (including relativistic particles),

matter (including ordinary matter as well as cold dark matter, CDM, which does

not interact electromagnetically), and dark energy (in the form of a cosmological

constant, Λ). These energy densities drive the evolution of space and have turned

subtle matter overdensities in the primordial plasma into the large scale structure

of galaxies and clusters that we observe today. Observational evidence of the big

bang exists in the form of a nearly isotropic blackbody radiation filling all of space

that is known as the cosmic microwave background (CMB).

ΛCDM relies on the Cosmological Principle which states that on large scales,

the universe looks the same in all directions (it is isotropic) from every location (it

is homogeneous). To describe the evolution of the universe under the Cosmological

Principle, ΛCDM uses the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric

solutions to Einstein’s theory of general relativity [55, 91, 121, 153]. The FLRW

metric uses the scale factor a(t) to quantify the expansion of space as a function

of the proper time, t. The scale factor today is conventionally defined such that

a0 = a(t0) = 1 and is related to redshift via a(t) = a0/(1 + z). Evolving with

the energy densities of the universe, a(t) is effectively a cosmological clock. The

evolution of the scale factor is described by the Friedmann equation [154]:(
ȧ(t)

a(t)

)2

≡ H(t)2 =
8πG

3
ρ(t)− k

a(t)2
, (1.1)

where H(t) is the Hubble parameter (note H(t0) = H0), ȧ is the time derivative of

the scale factor, G is Newton’s constant, ρ is the energy density of the universe, and

k describes the curvature of spacetime. The Friedmann equation is often rewritten

in terms of the constituent energy densities [154] such that:

H(t)2 = H2
0

(
Ωr

a4
+

Ωm

a3
+

Ωk

a2
+ ΩΛ

)
, (1.2)
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where Ωk = −k/H2
0 and the other Ωi = ρi/ρc (for i = r,m,Λ) are the energy den-

sities divided by the critical density ρc = 3
8πG

H2
0 which is the total energy density

required for a flat spacetime. Each energy density scales with a(t) differently, as

defined by each components equation of state [45]. This means that the expansion

dynamics of the universe are directly tied to the evolution of the energy densities.

ΛCDM has been widely successful at explaining observations of the CMB and

large scale structure. However, multiple questions still remain. For example, the

source of the initial perturbations which seeded large scale structure is still un-

known. Further, the observed isotropy of the CMB across large-angular scales

violates causality since those regions of the sky have never been in thermal con-

tact. This is known as the horizon problem. Additionally, since the curvature

density scales as 1/a2, a flat spacetime today implies an extremely flat spacetime

in the past, which requires the initial total energy density to be “finely-tuned”

[123]. This is known as the flatness problem.

Inflation is a group of models which attempt to explain these problems by

positing that in the very earliest moments of the universe, the scale factor under-

went rapid, exponential growth, driven by the existence of an inflaton field [154].

Regions that were in causal contact at the beginning of inflation are driven out

of contact during the exponential expansion, solving the horizon problem. During

inflation’s exponential expansion, the Hubble parameter would have been roughly

constant, requiring that the any curvature be decreasing rapidly to zero like 1/a2,

solving the flatness problem. Further, during inflation, small-scale quantum fluc-

tuations expand to large-scale perturbations, seeding the inhomogeneities that we

see in the CMB, and the large scale structure of the universe.

We have no means to directly observe inflation. However, inflation is predicted

3



to produce primordial gravitational waves, which would cause tensor perturbations

to the spacetime metric, that would be the only source of primordial B-mode

polarization patterns in the CMB (more on polarization later in Section 1.2.3).

The amplitude of the primordial B-mode signal is characterized by the tensor-

to-scalar ratio, r. Thus far, there is no evidence of such primordial gravitational

waves, but constraints have been placed such that r . 0.05 [145]. Complicated

by contamination from gravitational lensing and dust emission, measurements of

the faint primordial B-mode signal remains an active goal of many contemporary

CMB observatories [1, 3].

Another unanswered question in ΛCDM is the nature of dark energy. Fitting to

ΛCDM, recent CMB measurements find the dark energy density to be ΩΛ = 0.68,

making up 68% of the universe’s total energy density [7]. Further, the CMB mea-

surements are corroborated by supernovae observations [87]. These measurements

indicate that the expansion of spacetime is accelerating and suggest that the accel-

eration is exponential. Understanding the source and manifestation of dark energy

remains one of the modern mysteries that cosmologists aim to unravel through

observations.

1.2 The Cosmic Microwave Background Radiation

In the big bang model, the universe was once hot, dense, and ionized. The uni-

verse was opaque due to the high density of free charges and the resulting high

photon scattering rate. The high rate of interactions meant that the photon-

baryon fluid was in thermal equilibrium, forming a primordial plasma. Density

perturbations propagated through the plasma like acoustic waves coupling over-
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and under-densities of matter to the photon distribution. As the universe expanded

and the energy densities became more dilute, the components of the universe be-

gan to freeze out and decouple from the plasma. Eventually, electrons combined

with baryons, forming atoms (primarily neutral hydrogen1). As the plasma be-

came less ionized, the mean free path of photons increased until the photons could

free-stream into the universe. This occurred between z = 1400 and z = 1100,

when the temperature had dropped to T ≈ 3000 K, and is known as the epoch of

recombination. The photons released from the surface of last scattering2 encode

the density fluctuations of the acoustic waves at the time of recombination. As

the universe continued expanding and cooling, the photons were redshifted into

millimeter wavelengths and comprise what we now call the CMB and observe with

microwave telescopes.

1.2.1 Blackbody Spectrum

Before recombination, CMB photons were in thermal equilibrium with the primor-

dial plasma. We therefore expect their temperature to follow that of a redshifted

blackbody spectrum. The first measurements of the CMB were made in 1964 by

Penzias and Wilson at Bell Labs, who measured an isotropic sky temperature of

3.5 K [115], suggesting a radiation background [41]. A few decades later, in 1990s

the Far-InfraRed Absolute Spectrophotometer [53] on the Cosmic Background Ex-

plorer (COBE) used a Fourier transform spectrometer to measure the spectral

profile of the radiation, finding a stunning agreement to a thermal blackbody with

temperature 2.725 ± 0.002 K [99]. A decade later, combining the COBE black-

1Hydryogen was by far the dominant product, followed by 4He (≈25% by mass), and smaller
abundances of deuterium, 3He, tritium, lithium, and beryllium were also produced.

2Since the process of recombination was not instantaneous, the surface of last scattering can
be thought of as a shroud of last scattering.
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body measurements with measurements from the Wilkinson Microwave Anisotropy

Probe (WMAP) modestly improved the constraint on the black body temperature

to 2.7260 ± 0.0013 K [52]. COBE was also equipped to measure the spatial fluc-

tuations of the CMB across the sky. With a relatively large 10◦ resolution, COBE

found the fluctuations to be roughly a part in O(105) [130]. The observations

that the CMB is a nearly perfect and isotropic blackbody strongly support the big

bang theory by implying that the universe was once indeed hot, dense, opaque and

highly homogeneous.

1.2.2 Anisotropies

As a snapshot of the density fluctuations during the epoch of recombination,

the CMB is rich with information about the early universe. Characterizing the

anisotropies in the CMB is the subject of modern CMB observations. With a sta-

tistical understanding of their properties, ΛCDM parameters can be constrained.

The COBE, WMAP, and Planck satellites have all mapped the CMB across

the full sky. Figure 1.1 shows the most recent all-sky CMB anisotropy map from

Planck in temperature and polarization [7]. The data plotted are fluctuations

about the mean CMB blackbody temperature. The temperature anisotropies are

a result of density fluctuations at the time of recombination3. The polarization

anisotropies describe the velocity field of the primordial plasma and may also

contain information about primordial gravitational waves. Thus, the anisotropies

directly probe the energy densities and kinematics of the early universe. In the next

section, we will see how ΛCDM cosmology can be retrieved from these fluctuations.

3Cooler regions correspond to overdense regions, where the photons had to escape a larger
gravitational potential, losing energy. This is called the Sachs-Wolfe effect.
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Figure 1.1: Figure from [7]. Full-sky CMB temperature (upper panel) and polar-
ization (lower panel) anisotropy maps from the 2018 data release of the
Planck collaboration. Galactic (area outlined with gray line in temper-
ature map) foreground emission is removed. Polarization anisotropies
are shown as the black rods (indicating the magnitude and direction
of the electric field) superimposed on top of the temperature map,
smoothed to 5◦ resolution for visibility.

So far, we’ve talked only about fluctuations due to the primordial plasma it-

self, which we call the primary CMB anisotropies. We expect the CMB to interact

with matter on its way from the surface of last scattering to our telescopes. We

observe these interactions as small angular scale distortions in the primary CMB,
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called secondary anisotropies. Secondary anisotropies are not just contamination

– we can glean a great deal of cosmology and astrophysics from them. For exam-

ple, CMB photons can interact with high-energy free electrons in galaxy clusters,

which will impart a spectral distortion on the CMB spectrum via inverse Compton

scattering. This is called the Sunyaev-Zel’dovich (SZ) effect. Another example is

the gravitational lensing of the CMB which occurs as trajectories of CMB photons

are distorted by large masses such as galaxy clusters or dark matter halos, leaving

a distortion in the primary CMB. These secondary anisotropies occur on small

scales, and so are actively being measured by new, high-resolution ground-based

CMB observatories. We discuss recent measurements of these effects below.

1.2.3 Power Spectra

Maps of the CMB anisotropies can be decomposed into spherical harmonics

∆T (n̂) =
∑
`m

a`mY
m
` (n̂), (1.3)

where ∆T (n̂) represents the deviation from the CMB mean temperature in a di-

rection n̂ on the celestial sphere, and a`m are the harmonic coefficients. Since

the CMB is isotropic and largely Gaussian [12], we can explore the angular power

spectrum C` by comparing the amplitude ∆T at two points on the celestial sphere,

n̂ and n̂′ such that

〈∆T (n̂)∆T (n̂′)〉 =
∑
`m

C`Y
m
` (n̂)Y −m` (n̂′), (1.4)

where the power spectrum C` is given by [154]

δ``′δmm′C` = 〈a`ma∗`′m′〉, (1.5)
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where the angle brackets indicate an average of all m since we expect the fluctua-

tions to have no preferred direction (isotropy).

So far, we have discussed the power spectrum of CMB temperature anisotropies.

An analogous analysis can be performed for the CMB polarization anisotropies

as is described in [154]. The CMB is expected to be linearly polarized, sourced

from Thomson scattering of quadrupolar anisotropies in the last scattering sur-

face. These polarizations can be described by the Stokes Q and U parameters, and

decomposed into coordinate-system-independent E and B-modes [163]. Following

the electromagnetic analogy, E-modes consist of curl-free polarization patterns,

while B-modes are divergence free. The primordial quadrupolar anisotropies can

only source E-modes, and the B-modes can only be sourced by primordial gravita-

tional waves. Power spectra for each component as well as cross-spectra between

components can be obtained and are denoted CXY
` , where the X and Y can be T ,

E, or B (in reference to temperature, E-modes, and B-modes).

Figure 1.2 shows recent power spectra measurements from the Atacama Cos-

mology Telescope (ACT) DR4 (for data release four) overplotted with other con-

temporary measurements [25]. ACT is a 6 m aperture ground-based CMB tele-

scope which observes a large fraction of the sky from Chile and will be described

further in Chapter 2. Note that the ACT data accesses higher multipole moments

(smaller angular scale) than Planck due to its higher spatial resolution, but Planck

can access lower ` since it can map the entire sky. The power spectrum here is

reparameterized as

D` ≡
`(`+ 1)

2π
C` (1.6)

to aid visualization. It is evident that the temperature, E-mode, and B-mode

signals are separated by many orders of magnitude in amplitude. Note that the
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B-mode data shown here is due to gravitational lensing of E-modes. An example

expectation primordial B-modes is shown with a dashed line in the bottom left,

assuming r = 0.1 which is higher than current constraints [145].
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Figure 1.2: Figure from [25]. A compilation of power spectra measurements of
CMB temperature and polarization anisotropies. Best fit ΛCDM mod-
els to the Planck and ACT+WMAP data are plotted as the gray dashed
and solid lines respectively. The expected B-mode signal from primor-
dial gravitational waves corresponding to r = 0.1 is also plotted as the
dot-dashed line in the lower right.
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The power spectrum encodes a variety of fundamental physics from the early

universe and has powerfully constrained ΛCDM [113]. A series of acoustic peaks is

apparent in the power spectra above ` ∼ 100. These are called baryon acoustic os-

cillations (BAO) and arise from the dynamics of the density fluctuations described

above. The BAO retain a snapshot of how the gravitational compression of matter

overdensities interacted with the photon pressure, setting up acoustic waves. The

lowest-` peak corresponds to a wave which has undergone a single compression

and thus corresponds to the sound horizon at the time of last scattering, which we

see is on the scale of 1 degree today. Harmonics of this wave constitute the other

peaks, representing waves that have undergone compression and rarefaction, and

so on. The location and sizes of these peaks provide a cosmological ruler and are

used to constrain cosmological parameters. The first two peaks constrain the total

matter and baryon densities. Above ` ∼ 1000, the length scales of the acoustic

peaks are shorter than the photon diffusion length, and so are suppressed. Below

` ∼ 100, the spectrum is relatively flat since modes here are outside the sound

horizon and are dominated by the Sachs-Wolfe effect.

The power spectra can be fit to the parameters of the ΛCDM model. Many of

the parameters are degenerate with each other. It is remarkable that the model

can be fully described by merely six parameters. Best-fit ΛCDM parameters for

ACT power spectra shown above are presented in [9]. Table 1.1 gives the six

independent parameters as a couple derived parameters measured by ACT [9].

The six independent parameters can be used to calculate all other quantities in

ΛCDM. The independent parameters are the baryon density, Ωbh
2, the cold dark

matter density, Ωch
2,4 the angular scale of the acoustic horizon at decoupling, θMC,

4These parameterizations of the densities incorporate the Hubble constant through the re-
duced Hubble constant: h = H0/(100 km/sec/Mpc).
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Parameter Value Uncertainty
Fitted

100Ωbh
2 2.239 ±0.021

100Ωch
2 12.00 ±0.29

104θMC 104.170 ±0.067
τ 0.061 ±0.012
ns 0.9729 ±0.0061

ln(1010As) 3.064 ±0.024
Derived

H0 [km/s/Mpc] 67.6 ±1.1
ΩΛ 0.687 ±0.016

Table 1.1: Best fit ΛCDM parameters from ACTPol DR4 2020 [9]. The six fitted
parameters are shown along with two derived parameters.

the optical depth through reionization, τ , the scalar spectral index, ns, and the

amplitude of the scalar density perturbations, As. The Hubble constant, H0, and

the dark energy density are be derived from these. Many other parameters such as

the age of the universe t0 ≈ 13.8×109 years and the age at decoupling t∗ ≈ 380, 000

years, can also be calculated.

1.2.4 Current efforts in CMB cosmology

Modern high-precision CMB measurements have revealed beautiful temperature

and E-mode power spectra. A great deal of fundamental physics is being con-

strained with these measurements, and there is still much to discover. Here we

highlight some of the most recent ACT results and some remaining open questions.

As described above, ACT measurements have produced constraints on ΛCDM

using primary anisotropies. In combination with full sky measurements of WMAP

and Planck, the DR4 measurements greatly constrain our understanding of the pri-

mordial universe [9, 25]. ACT has also released additional data for DR5, enabling
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many secondary anisotropy analyses [109].

Recent analyses of secondary anisotropies include measurements of the thermal

and kinematic SZ effects [21, 151], revealing optical depths of galaxy clusters and

probing their baryon content. These measurements can reveal a great deal of

astrophysical information about galaxy cluster formation and evolution, as well as

cosmological information such has the sum of the neutrino masses and dark energy

[104, 105]. Additional analyses of secondary anisotropies include measurements of

CMB gravitational lensing. These measurements are used to constrain the lensing

B-mode signal, probe dark matter halos, and measure the mass of distant galaxy

clusters [13, 49, 97].

The data and maps from these surveys are becoming more widely useful for

local astrophysics and time domain astronomy. For example, polarization maps of

the galactic center at CMB frequencies reveal structure and magnetic field gradi-

ents [65]. Similarly, with ground-based telescopes observing nearly 24 hours per

day, time domain astrophysical events are being observed and are of increasing

interest, such as blazars [111]. In a recent application closer to home, data from

ACT was used in the search for Planet-9, where in the millimeter wavelengths,

observations have a great deal of constraining power over optical measurements5,

yet have thus far returned null results [110]. Further, ACT uses observations of

planets to characterize its beam and measures their microwave temperatures [67].

Returning to CMB observations, even with the exquisite modern constraints

on ΛCDM [8, 9], there is still a great deal to investigate. As described above,

there are multiple issues that ΛCDM does not explain, such as the horizon and

flatness problems or the source of the primordial perturbations. We described how

5The intensity of reflected sunlight from Planet-9 would fall as 1/r4 whereas thermal emission
in the millimeter would be much more forgiving, falling as 1/r2 [110].
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inflation presents an attractive solution to these problems. However, primordial

B-modes remain undetected [11].

Measuring inflationary B-modes would be a huge milestone for CMB cosmol-

ogy, providing critical evidence for inflation. Gravitational lensing of E-modes into

B-modes and polarized dust emission obfuscate the inflationary signal [81]. Re-

moval of these foregrounds is the aim of many current and new experiments [1, 3].

Improving measurements of the lensing B-mode spectrum will enable delensing

of CMB maps. Foregrounds are sourced from free electron synchrotron emission

and dust thermal emission, both of which have strong frequency dependencies and

contaminate the B-mode signal [2]. Using maps at multiple frequencies, it is pos-

sible to constrain dust and synchrotron models and clean them from the primary

CMB signal. Thus, to improve constraints on inflation, the field is driven towards

higher-sensitivity, large-scale, multi-frequency surveys with excellent polarization

calibration.

Another issue in modern cosmology is the discordance of Hubble constant

measurements between early-time CMB measurements and late-time distance-

ladder measurements. A review of this so-called Hubble-tension is provided in

[148]. Fitting CMB power spectra to ΛCDM gives an indirect measurement of

the Hubble constant. From Plank data, H0 = 67.4 ± 0.5 km/s/Mpc [8]. From

ACTPol+WMAP data, H0 = 67.6 ± 1.1 km/s/Mpc [9]. Direct distance-ladder

measurements of Cepheids and supernovae give a Hubble constant of roughly

H0 = 74.03 ± 1.42 km/s/Mpc [120]. The Planck and Cepheid-supernovae mea-

surements differ by > 4σ [119]. As the Hubble tension is explored further in the

next decade, it could reveal systematic issues with the measurement approaches,

or (more excitingly) it could lead to departures from ΛCDM. In the latter case, it
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could suggest new cosmological models such as, evolving dark energy or modified

gravity, for example.

The Hubble tension and inflationary B-modes are only two examples of the

interesting physics that will come from CMB cosmology in the next decades. Ex-

periments aim to constrain a variety of fundamental physics [1, 3, 90, 131]. For

example, we may see constraints on the nature of dark matter, which has proven

difficult to detect directly due to interacting only gravitationally on large scales.

Similarly, the nature of dark energy is relatively unknown other than that it is

necessary to explain the recent acceleration of the expansion of the universe. We

may discover the physical source of the cosmological constant or we may find that

it has a subtle evolution over time. Further, neutrinos are expected to impact the

SZ and CMB lensing effects because of their mass, and so more precise measure-

ments will enable constraints on the sum of the neutrino masses. The list continues

and it is clear that CMB measurements will continue to be an invaluable source of

fundamental physics.

1.3 The Epoch of Reionization

Following recombination, neutral matter (primarily in the form of hydrogen and

helium) fills the universe. This epoch is called the “Dark Ages” since visible pho-

tons aren’t being produced6. Without the previously-coupled photon pressure,

baryonic matter slowly gravitationally collapses into dark matter overdensities.

Over time, as the baryonic matter collapses, the first stars and galaxies form, pro-

6The term “Dark Ages” is a bit of a misnomer to since the universe was filled with the CMB
which was then in the optical and near-IR. And also because the neutral hydrogen can be traced
by its 21 cm hyperfine splitting emission.
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ducing high-energy radiation, and tracing the underlying dark matter distribution.

This radiation begins ionizing the neutral hydrogen of the universe, marking the

beginning of the epoch of reionization (EoR) [123].

Compared to the CMB, the EoR is largely unexplored and occurred over a

large span of cosmic time (6 . z . 11) [50]. The first sources of reionization

are not well characterized but are hypothesized to be a combination of ultraviolet

light from the first stars and black hole accretion in active galactic nuclei [14].

Targeted studies of individual, bright, high-redshift galaxies with the Hubble Space

Telescope (HST)7 and the Atacama Large Millimeter Array (ALMA)8 suggest that

cosmic reionization is primarily driven by the starlight from stars within the first

galaxies that form in the universe [118]. However, the overall process of reionization

remains poorly understood since it is thought to be driven by a multitude of

intrinsically faint sources. Observations of the EoR will reveal properties of the first

sources of light and how reionization impacted the evolution of the intergalactic

medium (IGM) into the large scale structure we see today.

In the current model of the EoR, the first luminous sources heat the gas around

them, creating a “bubble” of ionized gas, surrounded by the neutral IGM [86]. As

more sources develop, more bubbles are generated, expanding the regions of ion-

ized space until all of IGM became reionized. Figure 1.3 illustrates the evolution

of the universe, highlighting these bubbles and the transition to fully ionized IGM

during reionization between redshifts 15 and 6. From an observational standpoint,

the star-forming/ionizing regions contain astrophysical processes which generate

specific spectral lines. Different spectral lines can be used to trace different pro-

cesses and regions around the ionizing sources. The neutral IGM can also be traced

7HST: https://www.nasa.gov/mission_pages/hubble/main/index.html
8ALMA: https://www.almaobservatory.org/en/home/
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by observing the hyperfine transition of neutral hydrogen. Thus, the EoR can be

characterized by observing the various redshifted spectral lines corresponding to

the different regions and processes during this epoch.

Observations of these lines would enable many investigations into fundamental

questions about the EoR [85]. For example, when did the EoR begin and how did

the process of reionization evolve over time? How did the evolution of reionization

impact the formation of large-scale structure? Further, what were the properties

of the different ionization sources and how did they each contribute to different

stages of reionization? Did first generation stars and galaxies contribute differently

than later generations? What was the cosmic star-formation rate during the EoR?

Clearly, probing the EoR on a variety of scales and frequencies will illuminate

a great deal of unexplored astrophysics and cosmology. Targeted measurements

of individual clusters or sources are difficult at these high redshifts due to their

intrinsic faintness. The luminosities during the EoR decay not only due to the

distance, but also due to the lower star formation rate in the earliest times of the

universe. In the next section, we will discuss a new measurement method predicted

to overcome these challenges and well-suited for studying the clustering signals of

early star-forming regions in the EoR.

1.3.1 Line Intensity Mapping

Line intensity mapping (LIM) is a relatively new method for observing large-scale

structure and evolution in the early universe [86]. Rather than performing high-

resolution, targeted observations of individual high-redshift reionization sources,

LIM uses low-resolution measurements of the aggregate emission of many sources.
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Figure 1.3 illustrates how LIM measures the spatial fluctuations of spectral line

emission in distinct “slices” of redshift.

Figure 1.3: Illustration of the history of the universe and how line intensity map-
ping can be used to probe the epoch of reionization and the growth
of structure. As shown, reionization begins as bubbles of ionized gas
form around ionization sources which develop in gravitationally col-
lapsing matter overdensities. As collapse continues, large-scale struc-
ture forms and the neutral hydrogen in the IGM becomes fully ion-
ized. LIM maps specific ionization processes throughout EoR and the
growth of structure as a function of redshift. This results in many
redshift “slices” which generate a three-dimensional datacube. LIM
intentionally under-resolves the ionization sources, measuring the ag-
gregate signal of the brightest and faintest sources as shown by the
example slices on the right. Figure from NASA/LAMBDA Archive/
WMAP Science Team.

This method has multiple advantages for EoR applications. Unlike targeted

studies which can only access the brightest of sources, LIM is sensitive to all sources

regardless of their individual luminosities. This enables observations of faint and

extended sources that cannot be accessed through traditional observations. In

turn, this enables more comprehensive studies of the processes that occur during
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reionization and galaxy assembly. Further, the fluctuations that LIM observes are

correlated with the underlying dark matter distribution and can therefore be used

as a cosmological probe of large-scale structure-formation.

Since high angular-resolution is not required by LIM, it can potentially cover

large sky areas very quickly, compared to long-baseline interferometric observato-

ries such as ALMA. This gives LIM a large mapping-speed efficiency advantage

over traditional observations. LIM measurements prefer wide field of view instru-

ments with high surface brightness sensitivity and modest frequency resolution.

Mapping spectral lines as a function of redshift, enables tomographic imag-

ing of the formation of structure and the processes of reionization. Figure 1.3

illustrates how LIM can be used to tomographically measure structure in many

redshift slices. Mapping multiple spectral lines at many different redshifts pro-

duces a hyperspectral-spatial datacube containing vasts amount of astrophysics

and cosmology. Spectral LIM observations of different sources of emission or ab-

sorption can be used to trace the evolutions of different processes during the EoR.

LIM can probe both the properties of star-forming regions and the neutral hy-

drogen IGM around the ionized bubbles. Further, correlations between different

lines will illuminate the interplay between various processes and the formation of

structure.

1.3.2 Probes of the EoR

The most common LIM experiments are designed to measure the 21 cm HI line.

Before reionization occurred, neutral hydrogen was everywhere, but concentrated

around dark matter halos. Thus, this line is expected to trace the formation of
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structure at the earliest times of the EoR. As the ionization bubbles grow and

expand during EoR, the HI line will be able to constrain the size and distribu-

tions of the bubbles through cosmic time. HI measurements are difficult to make,

as they are highly susceptible to radio frequency interference (RFI) and strong

galactic synchrotron foregrounds. Multiple 21 cm experiments already exist and

many are being proposed and built. For example, the Square Kilometer Array

(SKA) Observatory9 is a consortium of previously independent precursor HI radio

observatories.

Many millimeter and sub-millimeter spectral lines can be used to directly probe

the ionization regions [37]. For example, the [CII] fine structure line represents

cooling radiation of the gas heated by starlight and is an exceptionally bright and

efficient tracer of star forming regions [132, 133]. CO rotational lines at the same

wavelength as EoR [CII], can be used to trace lower redshift cold molecular clouds,

enabling studies into the properties of the interstellar medium, and constraining

future star formation [93]. The [OIII] fine structure line, like the [CII] line, also

traces early star-forming regions but is expected to be less bright than lower-

redshift [CII] at a given wavelength [134], since the [OIII] will be emitted at roughly

twice the redshift of [CII] emitters.

All of these millimeter and sub-millimeter lines are brighter than the 21 cm

HI line. This gives them the advantage of being observable by a single telescope

rather than an array. Equally important, is that millimeter and sub-millimeter

are able to resolve the cosmic web with telescope apertures of only a few meters

in diameter, as opposed to the several kilometer arrays that are necessary for the

radio emission. Similarly, since the wavelengths are of order 600 times shorter, the

apertures of millimeter and sub-millimeter telescopes need only be a few meters in

9SKA: https://www.skatelescope.org/
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diameter

However, the measurements still must contend with significant foregrounds and

atmospheric absorption. Successful surveys of these lines will enable many analyses

and cross-correlations with other lines, revealing a plethora of EoR physics and

astrophysics.

1.3.3 Astrophysics and Cosmology from LIM

EoR LIM surveys of the HI 21 cm, [CII], [OIII], CO, Hα, Lyα lines will be highly

complementary and useful for cross-correlation analyses [46, 85, 86, 125]. For

example, the HI 21 cm line emission from neutral hydrogen is expected to anti-

correlate with [CII] and [OIII], since the latter two lines will trace gas heated

and ionized by starlight. Analyses such as this could dramatically improve our

understanding of the interplay between the IGM and ionizing sources. Correlating

the brightness and three-dimensional spatial distributions of different probes will

reveal properties of the radiation fields, such as the numbers, types, and spatial

distribution of young massive stars within ionizing galaxies. The combined probes

will explore the growth of ionization, the production of metals, and the evolution

of reionization bubbles [86]. Further, with unbiased measurements of sources at

all scales and at many wavelengths, LIM will produce excellent constraints on the

cosmic star formation rate and efficiency, while also characterizing the properties

of the ISM.

In addition to astrophysics and EoR observations, LIM also has many cosmo-

logical applications [85]. By intensity mapping aggregate line emissions over large

co-moving spatial scales, LIM will reveal the growth of density fluctuations. This
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enables probes into the primordial matter power spectrum which in turn enables

tests of ΛCDM and its extensions. LIM measurements can also probe the BAO as

well as gas abundances, enabling simultaneous measurements of large-scale struc-

ture and galaxy evolution [17]. Further, when combined with measurements of

CMB secondary anisotropies, LIM could provide redshift and gas content informa-

tion for CMB lensing and SZ cluster analyses.

With sufficiently precise measurements and foreground removal, constraints

could be placed on fundamental physics including models of inflation, dark energy,

and the sum of the neutrino masses [85]. By probing galaxies at high redshifts,

LIM could help address the Hubble tension by providing intermediate measure-

ments between the CMB and late-time distance ladder measurements. Further,

LIM could help constrain models for dark energy by investigating the potential

time dependence of the cosmological constant. LIM has also been forecasted to

help place constraints on primordial non-Gaussianity, which would in turn help

constrain certain models of inflation [43].

While some of these results could be obtained through pointed measurements

of individual galaxies, intensity mapping provides a more efficient measurement.

Rather than using the largest aperture telescopes and very long integration times

for individual sources, LIM experiments will be sensitive to the aggregate signal

of all bright and faint sources. In Chapter 3, we will talk about an instrument

to perform LIM of the EoR that the author helped develop. Then, in Chapter 5,

we will discuss forecasts and sensitivity models for this instrument in constraining

properties of the EoR.
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1.4 Summary

The fields of CMB cosmology and EoR LIM have many open questions. In order to

address these questions, new millimeter and sub-millimeter high-throughput and

high-sensitivity observatories are needed. In Chapter 2, measurements of the Ata-

cama Cosmology Telescope’s millimeter-wave receiver beam are presented and the

impact of the measurements on future observatories is discussed. In Chapter 3,

models and fabrication methods are presented for silicon-substrate metamaterial-

based Fabry-Perot interferometers that will be used in CCAT-prime’s upcoming

LIM instrument, EoR-spec. In Chapter 4, superconducting transition edge sen-

sor characterization methods and analyses are presented for the upcoming Simons

Observatory. In Chapter 5, we conclude with a brief discussion of the next gener-

ation of observatories that will use these technologies and present a glimpse of the

expected science outcomes of each project.
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CHAPTER 2

CHARACTERIZING THE ADVACT RECEIVER OPTICS

In this chapter, we describe measurements of the receiver beam of the Atacama

Cosmology Telescope and how they are being used to optimize new telescopes. We

begin Section 2.1 with a brief overview of the telescope and its instrumentation. In

Section 2.2 we motivate measurements of the receiver beam with a discussion of the

implications of warm spillover in the instrument sidelobes. Section 2.3 describes the

measurement, analysis, and results of two beam mapping experiments performed

by the author and provides a brief comparison to optical models. Finally, we

close the chapter in Section 2.4 with a discussion of how these measurements have

affected the design of multiple upcoming telescopes and receivers.

2.1 The Atacama Cosmology Telescope and Receivers

The Atacama Cosmology Telescope1 (ACT) is a 6 meter aperture, millimeter-wave

(mm-wave) telescope designed to map the CMB with arcminute resolution [141].

The off-axis Gregorian telescope was built in 2007 at an altitude of 5190 meters on

a plateau on the side of Cerro Toco in the Atacama Desert in northern Chile. Its

high-altitude and extremely dry climate give ACT one of the best terrestrial mm-

wave observing sites in the world. The two-mirror telescope is designed to provide a

few square degree diffraction limited field of view to its cryogenic camera/receiver.

With its field of view and high angular resolution, ACT is optimized to study the

small-scale primary and secondary anisotropies of the CMB and provide datasets

that are complementary to larger-scale space-based observations. Figure 2.1 shows

panoramic views of ACT. The upper panel shows the telescope situated on the

1https://act.princeton.edu/
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Figure 2.1: Panoramic photographs of ACT. The upper panel shows the exterior
of ACT’s stationary ground screen situated on a plateau beneath the
summit of Cerro Toco (shown center). The ground screen is designed
to prevent radiation from bouncing from the ground into the telescope
structure. The lower panel shows ACT’s multi-paneled 6 m primary
mirror and secondary mirror situated inside a co-moving ground screen
(white). The secondary mirror is surrounded by metal baffling. The
receiver is not shown but is just below the middle of the panorama.

plateau, surrounded by a stationary ground-screen to block contaminating sig-

nals. Cerro Toco’s summit can be seen behind and to the left of ACT while to

the right, additional mm-wave telescopes such as the Cosmology Large Angular

Scale Surveyor (CLASS) and Simons Array (formerly POLARBEAR) are present.

The lower panel shows ACT’s multi-panel primary and secondary mirrors inside

a co-moving ground screen. A reflective baffle surrounds the secondary mirror to

minimize radiation from the warm telescope structure near the main beam.

The original ACT receiver was the millimeter bolometric array camera

(MBAC), which was sensitive to CMB temperature in three bands: 150, 220,

and 280 GHz [54, 140]. In 2013, MBAC was upgraded to the ACTPol receiver

which contained higher-sensitivity, polarization-sensitive, transition-edge sensor
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(TES) arrays (150 GHz) as well as the first dichroic array (90 and 150 GHz)

[38, 144]. ACTPol also had improved cryogenics and high-efficiency metamaterial

anti-reflection coatings on its silicon lenses [39]. The third and current genera-

tion instrument, Advanced ACTPol (AdvACT), was deployed in 2016 using the

same cryostat as ACTPol. AdvACT improved array sensitivities and increased the

number of pixels using monolithic large-format dichoric polarimeter arrays [48, 70].

AdvACT was originally deployed with a high-frequency (150 and 220 GHz) module

and two mid-frequency (90 and 150 GHz) modules named HF, MF1, and MF2.

In 2020, MF2 was replaced with a low-frequency array (27 and 39 GHz), LF. Ad-

vACT is currently observing with HF, MF1, and LF, each of which have their own

silicon lenses, anti-reflection coatings, and bandpass filters tuned for each band

[24, 75, 92, 127].

The AdvACT upgrade extended ACT’s frequency coverage and increased its

total number of detectors and overall sensitivity. With these improvements, Ad-

vACT’s sky coverage was also increased in order to use its data for lower angular

scale science [136]. In good weather, ACT observes almost 24 hours per day and

is operated and monitored by a team of remote observing coordinators2 who take

24 hour shifts monitoring the telescope, running observation schedules, and inter-

facing with the local site crew, Team Toco. As discussed in the previous chapter,

many cosmology and astrophysics science results based on ACT data are being pub-

lished. As the data is being used for broader applications and increasingly precise

measurements, an understanding of the telescope systematics becomes increasingly

important. In this chapter we focus on one type of systematic: contaminating op-

tical spillover. As ACT’s survey areas expand, wide scans become more susceptible

to passing near bright sources such as the sun, moon, or galaxy. An understand-

2The author is a member of ACT’s remote observing coordinator team
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ing of how the receiver responds to rays that are not part of the primary optical

path (stray light) can inform mapping efficiencies and survey strategies. Further,

the empirical knowledge of ACT’s receiver design and stray light response is also

valuable for aiding the design of future instruments.

2.2 Telescope Beam and Spillover Systematics

Stray light that enters the receiver and causes extra loading on the detectors has

a strong impact on the overall sensitivity of a CMB instrument. Understanding

the receiver beam can therefore lead to an improved understanding of instrument

systematics. ACT uses optical photogrammetry measurements to regularly charac-

terize the location of each of the mirror panels with respect to the receiver. These

measurements have been used to construct ray trace and physical optics models of

the telescope [59].

Figure 2.2 shows a Zemax ray trace model of ACT’s mirrors to three fields on

the sky (green, red, and blue). This model operates in the time reverse sense,

launching rays from the telescope focal plane (right in front of the receiver) at

angles according to a prescription based on measurements of the receiver beam.

In the left panel, the majority of the rays can be seen to be sent properly to the

secondary, primary, and sky. However, there are two stray rays (green and blue)

that are not directed properly to the fields on the sky. The right panel shows a

cross section view of the telescope in which the three fields are launched from the

Gregorian focal plane and then sent through the telescope (the green field has been

cut out of view by the cross section). The stray rays depend on the receiver beam

model that is used.
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The receiver beam is a function of the optics inside the cryostat. All three

arrays in AdvACT have their own set of cold optics, but each has the same general

design. At 100 mK, the detector antennas are coupled to feedhorns which launch

beams out of the receiver. The beams are truncated by a cold Lyot stop which

is painted black to intentionally have rays outside the main beam terminate on

a cold surface, minimizing detector loading. The truncated beam then continues

through the reimaging optics and filter stacks until it reaches the window and is

sent to the secondary. However, the Lyot stop absorption is never perfect and some

rays will scatter off it, bounce around in the optics tube, and then escape through

the cryostat window at wide angles. Effects like this, combined with diffraction

mean that the receiver beam will have sensitivity to power at angles wider than

the secondary mirror. A simple model for AdvACT’s receiver beam profile is a

Gaussian directed towards the secondary mirror which is truncated at the edge of

Figure 2.2: A 3D model of ACT in Zemax, showing ray traces of three fields (green,
red, and blue), corresponding to the center of the three optics tubes in
AdvACT. 30 rays per field are shown. The rays are launched proba-
bilistically based on a prescription for the receiver beam profile. Two
rays (green and blue) in the left panel can be seen to miss the secondary
mirror, contributing to a sidelobe in the telescope’s overall beam pat-
tern. Figure from [59].

28



the secondary by a few orders of magnitude to an exponential fall-off:

B(θ) =


AG exp

(
−(θ−cG)2

σ2
G

)
for θ < 11.3◦

AE exp
(
−|θ−cE |
σE

)
for θ > 11.3◦,

(2.1)

where cG, σG, cE, and σE define the centers and widths of the Gaussian and

exponential beam respectively, AE/AG represents the relative amplitude of the

exponential to the Gaussian, and 11.3◦ is the Lyot stop truncation angle (defined

by the diameter of the stop) used in ACT.

11.3oDetectors
(Focal plane) Lyot Stop

Silicon lenses
Filters

Cryostat
Window

To Secondary Mirror

Figure 2.3: Ray trace of AdvACT optics tube. Four fields (blue, yellow, green,
red) from the focal plane are imaged in the time reverse sense (left to
right) through two lenses, a Lyot stop, a third lens, a filter stack, and
then finally the cryostat window. The Lyot stop diameter controls the
divergence angle of the outgoing beam, which is 11.3◦ in the AdvACT
case. Ray trace courtesy of Dr. Patricio Gallardo.

Figure 2.3 shows a ray trace of an AdvACT optics tube for four fields (Blue,

yellow, green and red) on the focal plane (left). The exiting beam has a half-angle

of 11.3◦ and goes to the telescope’s secondary mirror. The rays shown indicate the

extent of the Gaussian beam, which is constrained by the radius of the Lyot stop.

Outside the Gaussian beam, the rays are either clipped by the Lyot stop or are

scattered around the optics tube via reflections off the sidewalls (not shown).
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To study how stray light impacts telescope sensitivity, we are interested in

the exponential part of the beam. In particular, AE and σE which characterize

the amplitude and fall-off of the portion of the beam which does not go to the

secondary. The fraction of the beam power which does not go to the secondary

is called the spillover fraction. The spillover can either go to the sky (directly or

via reflections around the telescope structure) or it can be absorbed by the warm

telescope structure. The optical load from the telescope structure or sources in the

sky can then produce a time-varying thermal load on the bolometers, increasing the

photon noise of the detectors and impacting the overall sensitivity of the telescope.

The sensitivity of the telescope can be quantified as the noise equivalent tem-

perature of the detector arrays,

NETarr ∝
NETdet√
Ndet

∝

√
NEP2

ph + NEP2
g + NEP2

read√
Ndet

(2.2)

which is proportional to the quadrature sum of the photon noise, the bolometer

thermal carrier noise, and the readout noise. Note that there can be other contri-

butions to the detector noise, but the thermal carrier noise, NEPg, is typically the

largest. A common metric for performance of an instrument is the mapping speed

MS = 1/NET2
arr which scales linearly with the number of detectors. It has been

shown that the mapping speed of an ACT-like CMB telescope is a very steep func-

tion of the spillover fraction, falling by as much as 25% for a one percent spillover

[74].

This steep fall-off in mapping speed motivates careful characterization of the

receiver beam. An ideal, diffraction based model of ACT’s cold optics suggest

that the spillover fraction should be significantly less than 1% (we will discuss

this model more in Section 2.3.4). However, as mentioned previously, in prac-

tice, internal reflection on the Lyot stop and scattering from cold surfaces will
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increase the spillover fraction. A measurement of the receiver beam map will in-

form the spillover fraction and could help optimize baffling around the telescope

structure and observing strategies. Measurements along these lines were performed

on MBAC and noted a larger-than-expected response to far-angle rays [58]. The

MBAC measurements resulted in increased baffling around the secondary mirror

which reduced the average detector optical load by sending spillover to the sky

rather than to the telescope structure. In the next section, we will discuss receiver

beam map measurements of AdvACT’s MF2 array.

2.3 AdvACT Receiver Beam Mapping

The author traveled to ACT three times between May 2017 and June 2018 to

gather and improve beam mapping data. These measurements are difficult to

perform because it is easy to contaminate the spillover with spurious signals from

human beings or the apparatus used for beam mapping. The measurements are

further complicated on days with high precipitable water vapor (PWV), during the

inevitable yet random power outages, and when travel plans must be postponed

for global pandemics. Nevertheless, during each trip, the measurements improved

and the measurement technique matured3.

In this section, we discuss two methods that the author used to measure the

the receiver beam of AdvACT’s MF2 array. We describe the data collection proce-

dures, analysis routines, and results of both measurement methods. We then take

the results from the preferred method and compare it to physical optics and ray

3Acquiring these data was a team effort. The author thanks Brian Koopman, Pato Gallardo,
Mike Niemack, Felipe Carrero, Max Fankhanel, Gerrit Farren, and Bruce Partridge for assisting
with the design and implementation of these measurements.
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trace simulations of ideal and realistic receiver models. We then discuss a third

method which was explored to validate the other methods.

2.3.1 Measurements Methods

The two measurement methods used will be referred to as the Eccosorb-Stick and

Eccosorb-Robot methods.

Eccosorb-Stick Method

The first method that we attempted was to wave a 3′′×3′′ square of Eccosorb4 HR-

25 in front of the MF2 window. Figure 2.4 illustrates the measurement method.

The Eccosorb was mounted on the end a ∼ 1.5 m long aluminum rod which was

partially painted black. Accurate positioning of the Eccosorb was achieved by

using a semicircular (∼ 1.25 m in radius) hexcell arch mounted horizontally in

front of the MF2 window. The arch was centered and leveled on MF2’s central

axis. Angular intervals every five degrees from the central axis were marked on

the arch, providing an angular ruler from −60◦ to +60◦.

During measurements, the author stood as far as possible away from the re-

ceiver. A companion sat in the receiver cabin (pictured as the black opening on the

floor of the telescope in Figure 2.4) and operated the data acquisition. 80 seconds

of data were recorded for every 5◦ increment between −60◦ and +60◦. During

each acquisition, the companion in the receiver cabin ran a timer and yelled “go!”

every 4 seconds. Upon each “go!”, the author would move the Eccosorb square to

the specific angle marker on the arch and then quickly remove it, away from the

4https://www.laird.com/products/microwave-absorbers/microwave-absorbing-foams
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Figure 2.4: Photograph of the author performing Eccosorb-Stick beam mapping
measurements of AdvACT’s MF2 array (the top receiver window). The
author stands far to the side of the beam, against the bulkhead wall
and moved the Eccosorb HR-25 block into and out of the the beam.
A hexcell arch with every 5◦ marked from −60◦ to +60◦ is used as a
ruler/guide for Eccosorb placement. The arch is centered and leveled
with the MF2 optical axis. Note the hexcell receiver baffle installed
around the windows to prevent warm spillover at wide angles.

beam. The author kept the Eccosorb against the white wall where he was leaning

in order to remove it from view of the wide-angle beam.

An 80 second acquisition was recorded for all angles on the arch. In general,

we went θ = 0◦ → 60◦ and then θ = 0◦ → −60◦ in 5◦ increments. Between each

dataset/angle, a bias step was run on the MF2 array, collecting time constant

calibration date. IV-curve measurements5 were taken three times throughout the

entire sweep: before the first acquisition at 0◦, before the second acquisition at
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0◦, and after the final acquisition at −60◦. The IV curves provide calibration

data and set the detector bias powers for the current optical loading conditions.

In total, to sweep across all angles, approximately 34 minutes of data were taken

and over 500 “go!”s were yelled. In practice, with the addition of the calibration

data time, it took well over an hour for a complete set of measurements.

Multiple complete sets of data were taken during each of the author’s trips to

Chile. Some data were taken with the receiver baffle (see hexcell baffle surrounding

cryostat windows in Figure 2.4) installed, but many sets were taken without the

baffle in order to test the beam at high angles. Additionally, the hex cell arch could

be tilted vertically with respect to MF2’s central optical axis. Full horizontal sweep

datasets were measured for vertical angles of −5◦, 0◦, and +5◦ with the Eccosorb-

Stick method.

Eccosorb-Robot Method

The second beam mapping method was designed to eliminate potential sources of

beam contamination (for example: the moving human in the telescope structure)

and to enable simpler data analysis methods. The Eccosorb-Robot method utilized

the same hexcell arch used for the Eccosorb-Stick method. A dual-axis stepper

motor was used to spin a pair of Eccosorb AN-72 paddles such that the camera

saw a time-varying cross section of the Eccosorb. The stepper motor was shielded

inside a metal box and behind the arch to mitigate potential RF interference

during data acquisition. Neglecting any angle-of-incidence dependence of the AN-

72’s reflectivity, the thermal cross-section of the paddles as seen by the detectors

should vary like P (t) ∝ | cos(ωt)|.
5IV-curves will be described in detail in Chapter 4.
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Figure 2.5: Photographs of the Eccosorb-Robot method. Two Eccosorb AN-72
paddles were rotated by a stepper motor at each of the 5◦ increments
on the same hexcell arch used in the Eccosorb-Stick method. The
upper panel shows the arch and robot directly in front of the MF2
window. The bottom left panel shows the robot mounted at −55◦

from MF2’s central optical axis. The lower right panel shows the view
of the arch, robot, and secondary mirror from the perspective of MF2.
The 3” square paddles horizontally span ∼ 3◦ of the receiver beam.

At every 5◦ angle on the arch, a 180 second acquisition was acquired on MF2

with the double-sided paddles spinning at 0.8 Hz (200 steps per full rotation).

We expect the detectors to see a 1.6 Hz signal, corresponding to both sides of
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the Eccosorb paddles. The positions on the arch were swept over in the same

manner as the Eccosorb-Stick method. Bias step and IV-curve data were acquired

in between the acquisitions in the same manner as well.

The robot measurements were first attempted in January 2018, but due to poor

weather and high PWV, very few detectors were responsive. In addition, during

the first iteration of these measurements, the sheets of AN-72 were taped to 3D-

printed PLA paddles which mounted to the stepper motor. Due to poor thermal

management of the stepper motor at the high altitude site, the PLA paddles began

to soften and warp during the measurements. When the author returned again in

May 2018, the weather was much more cooperative and aluminum paddles were

successfully used in place of the PLA, producing a much higher quality dataset.

2.3.2 Analysis Methods

In this subsection, we describe the two analysis routines that were developed for

both data acquisition methods. For both methods, we restrict ourselves to using

detectors with antennas within 10 cm of the center of the array. Figure 2.6 il-

lustrates the relative location of the antennas used for these analysis. Each dot

corresponds to one antenna which is coupled to four detectors (two for each po-

larization and two for each frequency – 90 and 150 GHz). Detectors connected

to the blue antennas are unused in this analysis. We do this so that we are only

measuring beams which are near the center of the cryostat window. The window

is roughly at an image of the focal plane and so detectors at larger radii on the

array have beams at larger radii on the cryostat window, and their beams will be

off-centered from the arch. Additional detectors were cut if they were unresponsive

or if they were ramping.
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Figure 2.6: Map of AdvACT’s MF2 detector array in units of microns. Each dot
corresponds to one antenna, with four detectors (two polarizations,
two frequencies). Only detectors within 10 mm of the array center
(highlighted in red) were used for the analysis.

Eccosorb-Stick analysis

Each time-ordered data (TOD) from the Eccosorb-Stick method consisted of com-

mon mode (atmospheric drift) with interruptions every 4 seconds when the Ec-

cosorb was moved into the beam. The detector response to the Eccosorb loading

is a dip in the TOD when plotted in DAC units. Each 80 second TOD was split

into 20 chunks for each four second interval. Figure 2.7 shows TODs for a single

detector at multiple Eccosorb angles on the arch. As the Eccosorb is moved to

larger angles, the detector’s response is diminished and the common mode becomes

dominant. For each 4 second chunk, the mean detector response to the common

mode was estimated as the mean of the first and last data point in the chunk. The

detector’s response to the Eccosorb was then taken as the maximum deviation from

the estimated common mode during the 4 second chunk. The maximum deviation
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Figure 2.7: Example time streams for one detector during the Eccosorb-Stick mea-
surements. The left panel shows the detector response when the paddle
was placed at θ = 0◦. The upper and lower right panels correspond
to θ = 20◦ and θ = 55◦ respectively. Red lines indicate four second
intervals in the 80 second time stream. The dips in the time stream
correspond to loading from the Eccosorb. They are dips rather than
spikes because these data have not been converted to units of power.
The dips are smaller compared to the common mode for larger angles
from the boresight.

is calculated for each chunk and each detector.

We average the maximum-deviation over each chunk and each detector to de-

termine the beam’s sensitivity at a given angle. The standard deviation between

detectors is taken as the statistical uncertainty. This method becomes limited at

large angles when the signal-to-noise ratio of the Eccosorb motion is order unity.
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Eccosorb-Robot analysis

Each TOD from the Eccosorb-Robot method consisted of common mode drift

modulated by the rotating Eccosorb paddle. Rather than doing the data analysis

in the time domain, we instead search for the 1.6 Hz signal in the frequency domain.

Figure 2.8 show example TODs (left) and fast Fourier transforms (FFTs, right)

for 150 GHz detectors with 10 mm of the array center. Each row in the figure

corresponds to a different angle where where the robot was installed: θ = 0◦

(upper row), 20◦ (middle row), and 55◦ (bottom row). We only show the first 8

seconds of each time stream to make the 1.6 Hz modulate signal as visible for the

reader. A band between 1.55 and 1.65 Hz is highlighted in the FFTs. Harmonics

at 3.2 and 4.8 Hz are visible. In the θ = 0◦ FFT, there is also signal at 0.8 Hz

and its harmonics, suggesting that the two sides of the Eccosorb paddles produced

slightly different loadings.

To extract the relative receiver beam response at each angle, we compared

the power in the 1.6 Hz tone at each angle. The power in the 1.6 Hz tone was

computed at each angle, by integrating the power spectral density (PSD) from 1.55

to 1.65 Hz for each detector. The relative beam response at a particular angle is

then taken to be the PSD integral averaged over all of the sampled detectors. The

uncertainty on this method is estimated as the standard deviation of the integral

over the sampled detectors. The 90 and 150 GHz detectors and beams were treated

separately.
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Figure 2.8: Example Eccosorb-Robot TODs (left column) and their FFTs (right
column) of 150 GHz TESs for θ = 0◦ (upper row), 20◦ (middle row),
and 55◦ (bottom row). Only the first 8 seconds of each time stream is
shown in order to see the modulated signal. A pink band is drawn on
the FFTs between 1.55 and 1.65 Hz.
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2.3.3 Results

Eccosorb-Stick Results

Figure 2.9 shows the 90 (left) and 150 GHz (right) beam maps of MF2 that was

measured using the Eccosorb-Stick method. The x-axis represents the horizontal

angle on the hexcell arch where the Eccosorb was placed. The y-axis represents

the mean absolute value of the maximum-deviation of the between the Eccosorb

and the common mode, averaged over all 4 second chunks and all detectors within

10 mm of the array center, in units of DAC, which are linear with power (when

not saturated). The legend indicates the vertical angle of the arch with respect

to MF2’s central axis (y = [−5◦, 0◦,+5◦]). The legend also indicates in which

datasets the hexcell receiver baffle was installed (b = 1) or removed (b = 0).

In this data, we note that the center of the beam looks roughly Gaussian and
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Figure 2.9: Beam map from Eccosorb-Stick method. Multiple datasets are plot-
ted. Three different hexcell vertical angles were measured: y =
[−5◦, 0◦,+5◦]. One dataset was also taken with the receiver baffle
installed (b = 1). All datasets shown were measured in May 2017.
Note that this data suggests that the sidelobe power is roughly two
orders of magnitude below the main beam amplitude.

41



that the tails look roughly exponential, as expected. The cut-off angle around 11.3◦

which is determined by the diameter of the Lyot stop is also evident. Further, the

exponential tails appear to be roughly two orders of magnitude lower than the main

beam. We also note that in the datasets where the receiver baffle was removed

(blue, green, and red), data beyond |θ| > 40◦ appears to be elevated. We believe

that this is due to spurious loading from the author who held the Eccosorb-Stick

differently for these angles, and could have contributed to the detector loading.

This suggests that at far angles, we do not have enough sensitivity to distinguish

the Eccosorb from other thermal fluctuations during the experiment.

Figure 2.10 shows a fit of the dataset where the receiver baffle was installed. We

fit the beam to the piece-wise Equation 2.1, but we exclude the data at θ = ±15◦

since it appears to be sensitive to the transition. The fitted parameter values

are shown in the legend. We note that the 150 GHz Gaussian beam is narrower

than the 90 GHz Gaussian beam. This meets expectations since we expect the

diffraction limited feedhorn beam size to scale with wavelength.
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Figure 2.10: The y = 0◦, b = 1 dataset from Figure 2.9 is fit to the piece wise
beam profile (Equation 2.1. The x = 15◦ was excluded from the fit.
Fit parameters are given in the legend.
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From the fitted beam function, we can estimate the spillover fraction by com-

puting the encircled energy6. The encircled energy EE(θ) of our receiver beam

profile B(θ) is the fraction of optical power that is contained within a circle of

radius θ on a hemisphere centered on the receiver’s central axis. We can compute

it with

EE(θ) =
2π
∫ θ

0
B(θ′) sin(θ′)dθ′

2π
∫ π/2

0
B(θ′) sin(θ′)dθ′

(2.3)

where we assume that the beam is azimuthally symmetric. The integral is nor-

malized such that the total encircled energy emanating from the receiver (over the

entire hemisphere centered on the receiver window) is equal to 1.

Figure 2.11: The encircled energy (solid) and normalized beam (dotted) are shown
as a function of θ from the center of the optical axis. The beam
shown here is an extrapolation of the fitted beam in Figure 2.10. The
encircled energy at 11.3◦ gives the spillover fraction from this dataset
to be about ∼ 13%.

Figure 2.11 plots the fitted piece-wise beam function (dotted) and the encircled

6We use the term “encircled energy” here in convention with our publications, but more
specifically, we mean the “encircled optical power”
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energy (solid) for both frequencies. For the beam function, we extrapolated the

fits shown in Figure 2.10 up to 11.3◦ and down to 90◦. Since EE(θ) is a function of

sin(θ), a large fraction of the encircled energy remains in the spillover (θ > 11.3◦)

even though the amplitude of the exponential tail is much lower than the Gaussian

central beam. From this plot, we roughly estimate a ∼ 13% spillover fraction for

this data (taken in May 2017) using the Eccosorb-Stick method. This result is

much higher than expected. Based on the data shown above, we hypothesize

that this method does not provide enough sensitivity at high angles to distinguish

between the waving Eccosorb and other thermal fluctuations near the receiver.

In 2018, the author repeated the Eccosorb-Stick measurements. The results

gave similar beam maps and encircled energies, and agreed with the roughly ∼ 13%

spillover fraction.

Eccosorb-Robot Results

Figure 2.12 compares beam maps measured using the Eccosorb-Robot method

(blue) and the Eccosorb-Stick (orange). In these plots, both beam maps are nor-

malized such that B(0◦) = 1. The beams from both methods were fit and the

fit parameters are in the figure legends. For both datasets presented, the receiver

baffle was removed and the arch was leveled vertically with the optical axis of MF2

(y = 0◦).

It is clear that the amplitude of the exponential tails is much lower for the

Eccosorb-Robot method. Further, the fall-off of the exponential tails is faster for

the Eccosorb-Robot method. We also note that the uncertainties (blue errorbars)

on the Eccosorb-Robot are not visible for almost all angles. This suggests that the

each sampled detector had a nearly identical frequency response to the Eccosorb-
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Figure 2.12: Beam map from the Eccosorb-Robot method (blue) compared to a
beam map from the Eccosorb-Stick method (orange) for both 90 and
150 GHz separately. Both beams are normalized to 1 and fit param-
eters are given in the legend. Note that the Eccosorb-Robot method
has much lower power in the exponential tail. Also note the wider
Gaussian main beam which could suggest detector compression near
the central angles.

Robot. We note, however, that the width of the Gaussian portion of the Eccosorb-

Robot beam is significantly wider than the Eccosorb-Stick beam. One possible

explanation for this is detector compression: the detector’s response may be slightly

non-linear for the central angles. This could occur if the optical power from the

Eccosorb-Robot is of order the detector’s electrical bias power. As discussed below,

compression would have the affect of artificially inflating the observed power in the

exponential portion of the beam.

Figure 2.13 compares the encircled energy of the Eccosorb-Robot (dotted) and

Eccosorb-Stick (solid) beams. The encircled energy was calculated using the same

method as described above for the Eccosorb-Stick method. The fitted beam param-

eters listed in Figure 2.12 were used for the beam extrapolation. From this result,
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Figure 2.13: Encircled energy from the Eccosorb-Robot method (dotted) and from
the Eccosorb-Stick method (solid), for 90 GHz (left) and 150 GHz
(right) detectors separately. The fitted beam functions from Figure
2.12 were extrapolated for the encircled energy calculation. From
this, we determine the spillover fraction for the Eccosorb-Robot data
to be ∼ 3%, compared to ∼ 13% for the Eccosorb-Stick data.

we see that the encircled energy at 11.3◦ gives a spillover fraction of roughly ∼ 3%

for the Eccosorb-Robot method, approximately five times lower than the Eccosorb-

Stick method. We conclude that the spectral analysis of the Eccosorb-Robot

method was able to achieve higher sensitivity at far angles than the Eccosorb-

Stick robot, and that the reduction of spurious thermal sources near the receiver

may have also improved the results. Table 2.1 gives the best fit parameters for the

Eccosorb-Robot beam map presented in Figure 2.12.

We now investigate the possibility of detector compression in the main Gaus-

sian beam data from the Eccosorb-Robot method. If the detector compression

occurred, then we expect that the amplitude of the P (t) ∝ | cos(ωt)| signal from

the Eccosorb to be artificially deflated. In our beam fitting, this would have the
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Parameter 90 GHz 150 GHz
AG 1 1
σG 15.1◦ 12.7◦

cG −0.62◦ −0.44◦

AE 2.91e-3 1.90e-3
σE 28.9◦ 38.0◦

cE −1.74◦ −2.36◦

1− EE(11.3◦) 3.12% 3.31%

Table 2.1: Best fit parameters for the Eccosorb-Robot beam map and the spillover
fraction, using Equations 2.1 and 2.3.

effect of artificially inflating AE, the relative amplitude of the exponential portion

of the piece-wise beam function (Equation 2.1). This would in turn inflate the

spillover fraction by placing more power in the exponential tails.

One method to look for detector compression is to compare the Eccosorb’s

signal amplitude to the detector bias power. We expect that if the optical power

on a TES is of order the electrical bias power on the TES, then the detectors

could be nearing the saturation power of the bolometer, where its response can

begin to become non-linear. To examine this, Figure 2.14 (bottom left), plots the

fitted signal amplitude (in pW) versus the TES bias power for each detector in

an Eccosorb-Robot time stream at θ = 0◦. The upper right histogram shows the

ratio of the signal amplitude to the bias powers. We see for 90 GHz detectors, that

the signal amplitude is roughly a third of the bias power, while for the 150 GHz

detectors, the signal amplitude is roughly 90% of the bias powers. This suggests

potential compression, especially in the 150 GHz detectors.

Another method to search for signs of compression is to to look at the amplitude

of the 1.6 Hz signal’s harmonics. We expect the power in the harmonics to increase

in the event of amplitude compression. This is because the sinusoidal response will

be come more flat-topped with compression. Figure 2.15 plots the ratio of the
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Figure 2.14: Comparison of the spinning Eccosorb signal amplitude to the TES
bias power. The lower left panel shows a scatter plot for each of the
detectors from a θ = 0◦ TOD. The upper left and lower right panels
show histograms of the scatter plot axes. The upper right plot shows
a histogram of the ratio of signal amplitude to bias power. We see
that the 90 GHz (150 GHz) detectors see an amplitude that is ∼ 30%
(∼ 90%) of the bias power, suggesting modest compression, especially
for the 150 GHz detectors.

second and third harmonics to the fundamental 1.6 Hz tone (A2/A1 and A3/A1,

respectively) for both frequencies over all angles of a Eccosorb-Robot dataset. Each

point represents an average over all sampled detectors, with error bars representing

the standard deviation between detectors. For the 90 GHz detectors in particular,

we see the ratios of the harmonic amplitudes to the fundamental increase slightly

for the center ±10 degrees. The signal to noise ratio is worse for the 150 GHz
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detectors, but a bump at θ = 0◦ is clear. Thus, we believe that there is modest

compression of the main Gaussian beam amplitude in the beam map. We therefore

claim that our 3% spillover fraction amplitude is an upper limit.
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Figure 2.15: Comparison of the amplitudes of the second and third harmonic am-
plitudes to the amplitude of the fundamental as a function of θ. At
each angle, we take the mean peak value of resonance in the FFT,
averaging over all sampled detectors. The errorbars represent the
standard deviation between detectors. The 90 GHz (left) and 150
GHz (right) detectors are treated separately. We plot the ratio of
the second and third harmonic amplitude to that of the fundamen-
tal, A2/A1 (red) and A3/A1 (blue) respectively. The red and blue
horizontal lines show the mean ratio for data where |θ| > 10◦, illus-
trating that the data in the main beam (θ ≤ 10◦) is slightly higher,
suggesting modest compression.

Future measurements should consider ways to minimize detector compression
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such as using smaller pieces of Eccosorb, to reduce the detector loading. If a smaller

piece of Eccosorb makes the signal difficult to see at wide angles, then longer time

streams could be used to integrate the periodic signal to greater depth. The author

planned to return to Chile in summer 2020 to perform additional measurements on

the MF1, HF, and LF arrays, but these plans were canceled do to the COVID-19

pandemic. The data would still be useful, however, and will hopefully be measured

and improved in the future.

2.3.4 Comparison to Models

Here, we compare our Eccosorb-Robot beam map to physical optics (diffraction)

and ray trace simulations. Figure 2.16 (left) overplots the beam map (from Figure

2.12) with a physical optics simulation of an AdvACT-like optics tube with per-

fectly absorbing sidewalls and Lyot stop. The simulation shown here were built

and run by colleague Dr. Patricio Gallardo using GRASP7. We note that the

nearfield simulation matches the measurements fairly well. However, the diffrac-

tive simulation does not explain the wide angle response. In fact, it suggests that

if the spillover was entirely from diffraction, then we would expect the nearfield

amplitude of the exponential should be two orders of magnitude lower than the

measurements. This is much lower than can be explained by detector compression.

Figure 2.17 (left) over plots our beam measurements (from Figure 2.12) with a

ray trace simulation of an ACT optics tube. The ray trace simulation shown here

was built and run by collaborator Dr. Simon Dicker at UPenn using Zemax8. In

the ray trace model, the optics tube sidewalls were modeled as 70% absorbing and

7urlhttps://www.ticra.com/software/grasp/
8https://www.zemax.com/products/opticstudio
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Figure 2.16: Comparison of the Eccosorb-Robot beam map (blue dots) to a phys-
ical optics simulation of an AdvACT-like optics tube with perfectly
absorbing sidewall. The exponential tails in the simulated beam are
due purely to diffraction. The near field Gaussian main beam agrees
well with the measurements, but the diffractive spillover is two or-
ders of magnitude lower in amplitude. A screenshot of the model is
down to the right. GRASP simulation data courtesy of Dr. Patricio
Gallardo.

30% scattering, the lenses were modeled with a realistic three-layer anti-reflection

coating, the windows and filters were 2% reflective, and the lens/filter holders

were set to 100% reflective. With this more realistic model of the optics tube, we

see that the amplitude of the nearfield sidelobes are in rough agreement with the

Eccosorb-Robot beam map. We note that our measured sidelobes are marginally

larger than the simulation. This can be controlled by the choice of transmis-

sion/reflection/absorption parameters for the optics tube components, but could
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Figure 2.17: Comparison of the Eccosorb-Robot and Eccosorb-Stick beam maps to
a ray trace simulation of an AdvACT-like optics tube with partially
reflecting and scattering surfaces. Rays are allowed to partially scatter
off the optics tube sidewalls, reflect off of lens and filter holders, and
partially reflect at lens surfaces. We see that the elevated sidelobe
power in the Eccosorb-Robot method could be explained by some
combination of the reflective and scattering effects. Zemax ray trace
simulation courtesy of Dr. Simon Dicker.

also be explained by modest detector compression. With this comparison, we con-

clude that higher than expected scattering/reflections on surfaces inside the optics

tube can account for the few percent spillover fraction.

2.3.5 Baffle experiments

Here, we discuss a different measurement method that was explored for measuring

the spillover fraction and as a cross-check for the arch-based methods. Figure 2.18

illustrates the method. Sheets of Eccosorb AN-72 were used to line the interior
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Figure 2.18: Photograph illustrating the Eccosorb baffle measurement method. A
“cone” of Eccosorb was constructed inside the receiver baffle. Plastic
wrap was laid on top of the windows to prevent Eccosorb dust from
accumulating on the windows which could impede future observations.
The configuration shown fills ∼ 55◦ < θ < 90◦ of the beam with
Eccosorb, where θ is defined from the boresight axis at the center of
all three arrays. Two other configurations were used corresponding
to 67◦ and 48◦. IV-curves were taken with and without the Eccosorb
baffles to estimate their optical loading. The author is shown noting
the current configuration.

of the receiver baffle in a cone-like shape. Thin plastic wrap was laid over the re-

ceiver windows to protect them from accumulating Eccosorb dust. Three Eccosorb

configurations were used, each with a slightly different height, filling the receiver

baffle. From the center of all three arrays, the heights of the Eccosorb baffle cones

correspond to θ = 67◦, 55◦, and 48◦, where θ is the angle from the boresight of the

camera (the same angle used on the hexcell arch). The Eccosorb baffle shown in
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Figure 2.18 corresponds to the middle case, which fills the 55◦ < θ < 90◦ beam with

Eccosorb. These measurements were performed in Jan 2018 when the PWV was

high9. IV-curves were taken with and without the Eccosorb baffles to estimate the

amount of optical loading that they produced on the detectors. It is expected that

the larger the Eccosorb baffle (larger solid angle), the larger the optical loading.

For each IV-curve taken, we obtain calculate the bias power which optimally

places us in the middle of the TES transition. We can infer the optical loading from

the Eccosorb baffle by taking the difference of the bias powers with and without the

Eccosorb baffle installed. Figure 2.19 shows the differential bias power produced by

each Eccosorb baffle. For illustration purposes, we show only the MF1 (upper row)

and MF2 (lower row) arrays and only the 90 GHz data. Multiple datasets were

taken over multiple days but we only show the data from January 22 2018. We

select detectors within the center half of the two arrays, with respect to the central

boresight axis of the entire three-tube cryostat. This is because we expect the

beams of the outermost detectors to intercept the Eccosorb baffle more than the

central beams. As expected, the mean differential bias power declines for smaller

Eccosorb baffle sizes.

We now wish to compare the optical loading estimates from the Eccosorb baffle

method to the encircled energy from the Eccosorb-Robot method. In the limit that

the Eccosorb baffles do not drive the detectors non-linear, we expect the optical

loading from the Eccosorb baffles to follow PEccoBaffle ∝ 1−EE(θ). In Figure 2.20,

we plot the MF2 Eccosorb-Robot 90 GHz beam (green line) and 1−EE(θ) for that

beam (blue line). We also overplot the MF2 90 GHz mean differential bias powers

from Figure 2.19, scaled such that the blue dot intercepts the blue line. From this

9The author thanks Mike Niemack, Roberto Puddu, and Felipe Carrero for helping with the
design and implementation of these measurements.
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Figure 2.19: Mean differential bias power for the three different Eccosorb baffle
sizes for MF1 (upper row) and MF2 (lower row). Data was taken
on January 22 2018. IV-curves were taken with and without the
Eccosorb baffles. We can infer the optical loading of the Eccosorb
baffles by looking at the difference between the bias powers with and
without the Eccosorb baffles. The bias powers were computed for the
central half of detectors via IV-analysis. We exclude the outer half
of detectors because we expect their beams to significantly intercept
the Eccosorb.

rough scaling, we see that the Eccosorb baffle data is roughly proportional to the

encircled energy from the Eccosorb-Robot method at large angles. We take this

as modest confirmation that we know the slope of the encircled energy, but we do

not extract any new information about the absolute level of the spillover fraction.
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Figure 2.20: A rough comparison of the Eccosorb baffle and Eccosorb-Robot re-
sults. We plot 1−EE(θ) for the 90GHz Eccosorb-Robot beam (solid
blue line) as well as the beam itself (solid green line). We overplot the
MF2 90 GHz mean differential bias powers from Figure 2.19 but scale
them arbitarily such that the 48◦ data point intercepts the 1−EE(θ)
curve. We see that the other data points roughly lie on the same line.
This only suggests that we roughly know the fall-off of the encircled
energy at large angles from the main beam. It does not provide in-
formation about the absolute level of spillover fraction.

2.4 Impact on Future Receiver Designs

The Eccosorb-Robot results presented above for AdvACT’s MF2 optics tube give

a spillover fraction of at most 3%. We compared this result to optics tube models

which showed that the excess spillover fraction can be explained scattering and

reflections within the optics tube but could not be explained by a purely diffractive

model of an ideal optics tube. In this section, we discuss ways in which these results
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have impacted other analyses and projects.

The Eccosorb-Robot beam map has been used as a direct input for Zemax ray

tracing simulations of ACT. These simulations are presented (along with the beam

map) in Gallardo et al [59]. In the ray trace model (shown in Figure 2.2), the rays

are launched in the time reverse sense from the camera aperture, using our beam

map as a probability distribution for the ray vectors. The model assumes that

the beam is azimuthally symmetric and polarization independent. The telescope’s

mirrors, baffles, and warm structure are included in the model. The distribution

of rays ending in the far-field on the sky gives the telescope’s overall beam pat-

tern. Dr. Patricio Gallardo built and ran this simulation to study the baffling of

the mirrors and investigate ways in which spillover could potentially create large

enough sidelobes that could impact observations. He was able to correlate specific

features in the sidelobe pattern to specific baffling elements around the mirrors

[62]. Further, using sun and moon sidelobe maps produced by Dr. Sigurd Naess,

Dr. Gallardo was able to find common sidelobe patterns between his simulation

and the real maps.

Our beam map results have also been used for systematics modeling for the Si-

mons Observatory (SO), a multi-telescope CMB observatory currently being built

on the same plateau as ACT. The SO detectors and optics tubes will be very sim-

ilar to those used in ACT. SO is working to improve the optics tube design but

is taking our beam measurements and 3% spillover fraction as a baseline worst-

case scenario input for systematics modeling. The Eccosorb-Robot beam map is

used in [60] to study the warm spillover fraction, or the number of rays which are

specifically trapped in the SO large aperture telescope’s (LAT) warm structure. It

was found that without any receiver or mirror baffling, the number of rays which
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terminate in the structure is about ∼ 1.9%, where as the addition of a parabolic

receiver baffle reduces it to ∼ 1%, and also adding baffling around the mirrors

reduces it to ∼ 0.4%. As mentioned above, the relative mapping speed of an ACT

or SO-like telescope is a steep function of the warm spillover [74]. According to

BoloCalc simulations [74], a warm spillover fraction of 2% reduces the telescope

mapping speed to between 50% and 80% of the ideal case (lower frequencies are

worse). Thus, in this worst case scenario, adding the baffles modeled in [60] could

substantially improve the relative mapping speed.

In Gudmundsson et al [66], our beam map is used to simulate the performance

of different receiver baffle designs for SO’s LAT. In particular, paraboloid and

conical baffles are examined. It was found that the conical baffle was more efficient

at directing rays from the entire telescope focal plane to the sky. They estimate

that the baffle could reduce the warm spillover by roughly half a percent which

would improve the relative mapping speed by roughly 10-15%. However, the baffle

would create a circularly symmetric sidelobe pattern at roughly 7◦− 8◦ away from

the main beam accounting for almost 1% of the total power on the sky.

So far, we have only discussed methods to reduce the impact of spillover by

steering it away from warm structures. There has also been significant effort within

SO to design the optics tubes to minimize spillover before it leaves the receiver.

SO’s cold optics designs are presented in Dicker et al [42]. The SO optics tubes will

utilize injection molded carbon-loaded plastic absorbing tiles with metamaterial

anti-reflection coatings in order to turn scattering sidewalls into highly absorptive

sidewalls [159]. These tiles will mitigate internal reflections within the optics tube

module, and are likely to significantly reduce the spillover fraction.

Other collaborations that the author works with, are also making use of these
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beam measurements as worst-case spillover performances. CCAT-prime plans to

make use of SO’s absorbing tiles as they develop and deploy their optics tubes in

Prime-Cam [149] and Mod-Cam [47]. CMB-S4 has used the beam profile to design

baffling options and forecast the telescope sidelobe patterns and power.

2.5 Conclusion

In this chapter, we discussed cryogenic receiver beam measurements and spillover

for AdvACT’s MF2 array. We motivated the study of the receiver beam profile

and spillover by reviewing the systematic effect of warm spill on sensitivities and

mapping speeds. We described two methods to measure the beam profile, and the

corresponding results. We compared these results to simulations and concluded

that the 3% spillover fraction that we measured is likely sourced from internal re-

flections on the sidewalls and structures in the optics tube. A third measurement

was presented to probe the wide-angle response of the beams by using Eccosorb

baffles. And finally, we discussed multiple ways in which these measurements have

been used in the author’s collaborations to understand and improve the perfor-

mance of current and future millimeter wave telescopes.
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CHAPTER 3

FABRY-PEROT INTERFEROMETERS

Spectrometers have long been a critical tool for studying astrophysical objects

by separating light from a source into its constituent wavelengths. Spectral mea-

surements can reveal a great deal of information about the physical properties and

motions of celestial objects and about intervening material between the source

and observer. Many different types of spectrometers exist and are specialized for

different types of measurements.

In this chapter, we focus on the development of a high-throughput, wide-

bandwidth, far-IR and mm-wave Fabry-Perot interferometer (FPI) based spec-

trometers [22, 108, 116]. We begin Section 3.1 with an overview of the primary

application of this work, LIM with CCAT-prime. Section 3.2, describes the rel-

evant background and theory for FPIs in the far-IR and introduces new silicon

substrate-based mirror designs. Section 3.3 discusses the theory, simulation, and

design of metamaterial silicon anti-reflection coatings (ARCs) which are critical

for silicon-based FPIs. Section 3.4 focuses on the design and modeling of full

silicon-based FPIs. Section 3.5 describes the fabrication methods for the silicon

ARCs and metal mesh reflectors used in silicon-based FPIs. We close the chapter

in Section 3.6 with a discussion of future work and prospects for EoR-spec as well
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as additional applications for these silicon-based technologies.

3.1 CCAT-prime and EoR-Spec

The CCAT-prime Collaboration1 is building the Fred Young Sub-millimeter Tele-

scope (FYST2) at an altitude of 5600 m on Cerro Chajnantor in the Atacama

Desert in northern Chile [114]. With its high altitude and exceptionally dry site,

FYST will enable some of the world’s best ground-based sub-mm observations,

addressing a wide range of astrophysical questions from star and galaxy forma-

tion to CMB cosmology [131]. FYST is currently being constructed in Germany

by Vertex Antennentechnik GmbH3. With a 6 m aperture crossed Dragone design

[112], FYST will provide high-spatial resolution over a large 8 degree diameter

field-of-view. Figure 3.1 top left and center show a rendering and ray trace of the

telescope structure and optics. Modestly slowed down due to the global coronavirus

pandemic, CCAT-prime plans to have first light with FYST in 2023.

Positioned at FYST’s focal plane, Prime-Cam will be one of CCAT-prime’s

cryogenic receivers [149]. As shown in Figure 3.1 top right, Prime-Cam will contain

seven cryogenic optics tube modules. The cryostat will be backed by CryoMech

pulse-tube cryocoolers and a single Bluefors dilution refrigerator, providing con-

tinuous 100 mK cooling power for the detector arrays of all seven modules. The

modules will be optimized for a variety of science goals [23]. The baseline plan

is for five modules containing broadband polarization-sensitive microwave kinetic

inductance detector (MKID) arrays at five frequencies: 220, 280, 350, 410, and 860

GHz. The remaining two modules will combine MKIDs and FPIs as imaging spec-

1https://www.ccatobservatory.org/index.cfm
2Despite many CMB instruments being named after body parts or animals (BICEP, ABS,

QUaD, POLARBEAR, SPIDER, MUSTANG), FYST is pronounced “feast,” not “fist.”
3https://www.vertexant.com/
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trometers for line intensity mapping between 210 and 420 GHz. Each module will

contain a series of cryogenic sub-mm and mm-wave filters and lenses, re-imaging

∼ 1.3 degree diameter of the telescope’s field of view onto the detector arrays.

The optical design of the modules evolved from the Simons Observatory project’s

design [42] which uses three silicon lenses at different temperatures in the cryostat.

Each spectrometer module will include a fourth lens to appropriately collimate the

beam for the cryogenic FPI which will be placed at the pupil (Figure 3.1 bottom).
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Figure 3.1: Rendering of FYST (top left) and Prime-Cam receiver (top right). Ray
traces of the telescope (top center) and EoR-Spec instrument module
(bottom). The instrument module uses anti-reflection coated silicon
lenses to re-image the sky onto the detector arrays. A fourth lens is
included to optimize the beam collimation through the FPI at the Lyot
stop. The sky is then reimaged onto broadband MKID arrays.

The spectrometer modules compose CCAT-prime’s Epoch of Reionization Spec-

trometer (EoR-Spec). EoR-Spec is optimized to measure the redshifted 158 µm
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[CII] fine-structure line emission of early star-forming regions between 3.5 ≤ z ≤ 8,

corresponding to frequencies 420 – 210 GHz. The [CII] line of cooling emission from

star forming regions is an exceptionally bright and efficient tracer of early structure

formation and reionization [132, 133]. At lower redshifts, EoR-Spec will observe

galaxies near the period of peak star formation when most stars in today’s universe

were formed. At higher redshifts, EoR-Spec will trace the late stages of reioniza-

tion, the early stages of galaxy assembly, and the large-scale, three-dimensional

clustering of star-forming galaxies.

The scanning FPI in EoR-Spec will act as a tunable narrow bandpass filter,

permitting the detector arrays to image [CII] emission in thin slices of redshifts.

During observations, the telescope will be scanned across a patch of the sky with

the FPI in a fixed position. After the telescope scans the patch several times, the

FPI position will be stepped, shifting the resonant frequencies of the interferometer.

The sky patch will then be re-scanned, imaging it at slightly different redshift. This

process will be repeated, mapping the patch at many redshifts. A spatial-spectral

data cube is constructed by spatially mapping the sky at each step of the FPI’s

frequency range until the entire spectrum is obtained to the required depth. This

observing technique is known as spectral line intensity mapping (LIM), as described

above in Section 1.3.1. With the large-field of view, and a beam size well-matched

to the expected EoR clustering scale, the combination of FYST and EoR-Spec will

be well tuned for [CII] LIM.

The rest of this chapter focuses on the author’s contributions to the design,

simulation, and fabrication of silicon substrate-based (SSB) FPIs for EoR-Spec.

Section 3.2.4 discusses how the FPI will be used for EoR-Spec’s LIM observations.
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3.2 FPI Background

3.2.1 Theory

A Fabry-Perot Interferometer consists of two parallel, reflective surfaces, forming

an optically resonant cavity [116]. The distance and index of refraction between

the reflective surfaces determines a fundamental resonant frequency of the cavity.

Waves of any integer multiple of fundamental frequency will constructively inter-

fere while all other frequencies destructively interfere. Due to this interference,

only radiation of the resonant frequencies will be transmitted through the FPI.

The spectral profile of an FPI can be quantified and optimized in terms multiple

different parameters. In this section, we briefly review the formalism for modeling

FPIs by following the derivations in Born & Wolf [19] and Yeh [161].

Figure 3.2 describes a FPI with cavity length h and cavity index n surrounded

by a medium with index n′. A plane wave with freespace wavelength λ0 is incident

on the first surface at an angle θ′ and is transmitted through the cavity at an

angle θ. At the first surface, the plane wave is partially transmitted and partially

reflected. The transmitted portion continues to be reflected and transmitted inside

the cavity. The total transmitted and reflected amplitudes can be determined by

summing the amplitudes of each reflected and transmitted ray. Let r1, t1, r2, and

t2 be the amplitude reflection and transmission coefficients for the first and second

surfaces respectively4. Let A0 = Aeiωt be the complex amplitude of the incident

wave. The complex amplitude of the pth transmitted wave is then:

At,p = t1(r2r1)pt2e
ipδA0 = t1t2(r1r2e

iδ)pA0, (3.1)

4Note that for both surfaces, in the limit of no absorption, conservation of energy requires
that r2i + t2i = 1. But in general, ri + ti 6= 1
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Figure 3.2: Reflection and transmission of a plane wave E(x) = A0 incident on a
FPI. The wave is incident at an angle θ′ from a surrounding medium
with refractive index n′. The wave is transmitted at an angle θ into a
cavity with length h and refractive index n before it is re-transmitted
into the surrounding medium. The parallel reflective plates have re-
flection and transmission amplitude coefficients r1, t1, r2, and t2. The
amplitude of each successive ray is a function of these coefficients. The
phase of each successive ray is shifted geometrically by a difference in
path length δ.

where p = 0, 1, 2, . . . and δ is the phase shift between each successive ray. In the

limit that p→∞, then the total complex amplitude of the transmitted rays is an

infinite geometric series and can be written:

At =
∞∑
p=1

At,p =
t1t2

1− r1r2eiδ
A0. (3.2)

The total transmitted intensity is then

It = AtA
†
t =

T1T2

(1−√R1R2)2 + 4
√
R1R2 sin2(δ/2)

I0, (3.3)

where we have replaced the reflection and transmission amplitude coefficients with

their appropriate intensity coefficients5: Ri = |ri|2 and Ti = |ti|2. Equation 3.3

5Note again that in the limit of no absorption, the reflectance and transmittance of each
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is known as an Airy function [10]. The transmittance is maximal when δ = 2πm

where m is an integer. m is known as the order of the transmission fringe.

The geometric phase shift δ is given by the optical path length difference be-

tween each transmitted ray which can be shown to be:

δ =
4π

λ0

nh cos θ. (3.4)

We can rewrite this using the interference order m = δ/2π, such that the resonant

frequencies of the FPI are given as:

fm =
c

λm
=

mc

2nh

1

cos θ
. (3.5)

Here, we note that the FPI resonant frequencies are linear with m. Thus, the

spacing between fringes, known as the free spectral range, is a constant in frequency

space: ∆fFSR = fm
m

= c
2nh

1
cos θ

. We also note that as the angle of incidence increases,

the resonant wavelength becomes shorter and so tilting an FPI will blue-shift the

resonant frequencies.

In addition to the geometric phase shift, there is also a reflective phase shift

at the surface of both mirrors, φi, where we use the subscript i to denote which

surface the reflection occurs at. The phase shift induced by metalized mirrors can

be frequency dependant and can vary depending on the material and geometry of

the reflective film. If the two FPI mirrors are not identical, then the phase shift

that they induce will also likely not be identical. Rather than accounting for these

reflective phase shifts in the Airy formula (Eq 3.3), we can instead think of them

as a change in cavity length where h→ h+
∑

i ∆hi with ∆hi = φi
λ
2π

cos θ.

For the sake of providing a broad overview, we will make the simplifying approx-

imation that the two reflective surfaces have the same reflectance, transmittance,

reflector must sum to unity Ri + Ti = 1 for conservation of energy. If we include absorptance,
then Ri + Ti +Ai = 1.
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and absorptance such that R1 = R2 = R, T1 = T2 = T , and A1 = A2 = A. With

this, we can rewrite the Airy function (Equation 3.3) as

It =
T 2

(1−R)2 + 4R sin2(δ/2)
Ii. (3.6)

We then substitute T = 1−R−A and F = π
√
R

1−R such that

It
Ii

=

(
1− A

1−R

)2
1

1 + 4
π2F2 sin2(δ/2)

, (3.7)

where F is known as the reflective finesse which we will come back to shortly. Note

that the peak transmittance when δ = 2πm is simply(
It
Ii

)
max

=

(
1− A

1−R

)2

. (3.8)

To investigate the width of the FPI fringes (transmission peaks), let us examine

the full width half maximum (FWHM) of the Airy function, δFWHM = 2δHWHM by

solving for the half width half maximum (HWHM) in equation 3.7:

1

1 + 4
π2F2 sin2(δHWHM/2)

=
1

2
, (3.9)

from which it follows that

δFWHM = 2δHWHM = 4 sin−1(π/2F) ≈ 2π

F , (3.10)

where we have assumed that F is much larger than π/2.

Thus, if we take the ratio of the distance between each peak (∆δm = 2π) to

the FWHM of the peak, we obtain the reflective finesse, F :

2π

δFWHM

=
∆fFSR

∆fFWHM

= F =
π
√
R

1−R . (3.11)

The finesse and maximum transmittance are the primary figures of merit for a FPI

since they describe the width and peak of the fringes. Now, if we multiple through

by m, we get

mF =
m∆fFSR

∆fFWHM

=
fm

∆fFWHM

= RP, (3.12)
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the spectral resolving power. For the mth fringe, RP = mF of the mth. For a

grating, the RP is equivalent to the number of wavelengths in the path length

difference and so by analogy, for a FPI, the finesse can be thought of as the

average number of round trip path lengths made by a photon in the cavity. This

approximation holds up surprisingly well, and as we will see in Section 3.4.5, it is

useful for estimating the amount of power lost due to absorption in the cavity.
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Figure 3.3: Airy function (Equation 3.7 plotted as a function of frequency for many
cavity lengths (upper left), angles of transmission (upper right), mirror
reflectances (lower left), and mirror absorptances (upper right). The
nominal configuration is plotted in black in each subplot and corre-
sponds to a freespace (n = 1) cavity with length h = 1.43 mm, θ = 0◦,
R = 0.55, and A = 0. In each plot, only one parameter is changed at
a time.
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Figure 3.3 plots the transmittance of Equation 3.7 and illustrates how changing

some of the physical FPI parameters affects its transmittance. Decreasing the

cavity length h linearly blue-shifts the fringes whereas increasing the angle of the

rays inside the cavity θ, blue-shifts them with a cos θ dependence. Increasing the

reflectance of the mirrorsR increased the finesse and resolving power of the fringes.

Increasing the absorptance of the meshes while holding the reflectivity constant

decreases the peak transmittance.

3.2.2 Free-Standing Metal-Mesh Mirrors

As shown in the previous section, the finesse of an ideal FPI is function of the

mirror reflectances. The design of the reflectors is therefore critical to the design

of a FPI-based spectrometer. The reflectances of the mirrors must be tuned to

achieve the desired resolving power of the FPI. The reflectances must also not be

too large or the maximum transmittance will rapidly decline if there is any mirror

absorption. In the far-IR, the most commonly used mirror technology is the metal

mesh.

A metal mesh is any patterned metal film such as a wire-grid or an array of

metal patches suspended on a dielectric substrate. For wavelengths shorter than

the grid constant of the mesh (the distance between identical elements, also known

as the pitch), metal meshes behave as frequency selective surfaces with frequency

dependent reflection and transmission profiles. The geometric design of a mesh

impacts its optical properties [4]. Multiple mesh designs have been empirically

modeled [146, 147] and used as far-IR filters and FPI mirrors [117, 124] since

the 1960s. Models for metal meshes typically take the form of transmission line

approximations which relate the mesh geometry to an LRC filter. Mesh geometries
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can be designed to produce low-pass, high-pass, band-pass, and even band-notch

optical filters. Additionally, stacking multiple filters in succession can be used to

create filters with complex shapes or sharp-edge cutoffs. We explore the design of

metal meshes further in Section 3.4.

For far-IR instrumentation, there are two primary designs for metal mesh fil-

ters. The first are free-standing, stretched, two-dimensional, conductive wire grids

which behave as a high-frequency-pass filters (and are known as inductive meshes).

The second are two dimensional square arrays of disconnected metal patches sus-

pended on a thin dielectric film such as Mylar which behave as low-frequency-pass

filters (and are known as capacitive meshes). Figure 3.4 shows photographs of

free-standing inductive meshes in a far-IR FPI (left) and hot-pressed, stacked,

capacitive meshes for mm-wave filtering (right).

Figure 3.4: Photographs of free-standing inductive (left) and hot-pressed capaci-
tive metal meshes (right). The inductive meshes are stretched on metal
rings and assembled into a far-IR high-resolution FPI. The capacitive
mesh is stacked in series with many other meshes, separated by low-loss
dielectric, forming a bandpass filter for mm-wave instruments.
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Since the grid constant must be small compared to the wavelength, far-IR

meshes are generally very fragile. Their strength can be improved by increasing

the wire or film thickness but doing so increases absorption and decreases the

overall performance when used with a FPI. Inductive meshes are typically made by

flashing gold on a nickle wire mesh, which results in a surface roughness of ∼ 1µm

which for high-frequency applications can cause different positions in the FPI cavity

to resonate at different wavelengths. Capacitive meshes, which are fabricated on

thin dielectric films, suffer from poor thermal conduction and thermal contraction

which can cause the mesh film to deform, droop, or wrinkle. Additionally, a FPI

consisting of either inductive-only or capacitive-only meshes will have a strong

frequency-dependent finesse, limiting its bandwidth to roughly less than ∼1 : 1.6.

This is a limiting factor for instruments which require wide-band spectroscopy in

order to accomplish their science goals, such as EoR-Spec which requires a full

octave (1 : 2) of bandwidth to observe between 210 and 420 GHz.

3.2.3 Silicon Substrate-Based Mirrors

Making FPI mirrors on a solid substrate would ameliorate the issues faced by

free-standing meshes. However, many substrates are lossy in the sub-mm and so

choosing the substrate material must be done carefully [5]. High-purity, undoped,

high-resistivty silicon is a good low-loss dielectric material that behaves well at

wavelengths longer than ∼20 µm (∼15 THz). Shorter wavelengths are affected by

absorption bands in the lattice structure [6]. High purity silicon has a high index of

refraction and low-loss tangent, [157] in the sub-mm and millimeter wavelengths.

Silicon’s crystalline structure makes it a good thermal conductor and pushes drum

vibration resonances to higher frequencies than free-standing meshes. Therefore,
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silicon substrate-based (SSB) mirrors minimize the fragility and flatness issues of

free-standing meshes.

Being widely used in the semiconductor industry, high-resistivity silicon is com-

mercially available and easy to process with microfabrication techniques. Using

mature lithographic and thin film deposition processes in a cleanroom, arbitrarily

shaped metal meshes can be patterned on silicon. This enables a broad range of

metal mesh design options for the frequency selective transmittance profile of each

silicon-based filter (see Section 3.4).

Figure 3.5: Photograph of SSB prototype mirrors. The left and right images show
the front and backsides of two prototype samples. Capacitive and gold
meshes were patterned on the left wafer. Double layer ARCs were
etched into the right wafer. Samples courtesy of Bugao Zou.

However, as a dielectric with a relatively high index of refraction, SSB mirrors

require an anti-reflection coating (ARC) in order to minimize Fresnel reflections.

Small Fresnel reflections of the order a few percent on the non-metalized side

of the silicon substrate can cause parasitic resonances in the FPI transmittance.

Therefore, a highly efficient wide-bandwidth ARC is required for EoR-Spec’s SSB

FPI mirrors (see Section 3.3). Figure 3.5 shows two SSB mirror prototypes with

lithographically patterned gold meshes (left) and plasma etched ARCs (right).
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3.2.4 The EoR-Spec FPI

As discussed in Section 3.1, EoR-Spec will be a LIM instrument which will observe

redshifted 158 µm [CII] emission from the EoR. EoR-Spec will be enabled by a

scanning SSB FPI operated with a finesse of about F ∼ 50. The SSB mirrors will

have a double layer silicon metamaterial ARCs and inductive and capacitive metal

mesh reflectors which will work in tandem to flatten the Finesse across EoR-Spec’s

octave of bandwidth (210–420 GHz).

EoR-Spec will use arrays of MKIDs in two bands: 210–315 and 315-420 GHz.

The FPI will be operated such that when the second order (m = 2) fringe is

centered at 210 GHz, the third order (m = 3) fringe is centered at 315 GHz. Thus,

when scanning the FPI, two frequencies will be mapped simultaneously – one by

each band of detector. Figure 3.6 illustrates the operating principles of EoR-Spec.

The detector bandpasses are shown in green and purple between 210 and 420

GHz. A two-layer metamaterial ARC is shown as the broadband yellow line with

high transmission efficiency in the EoR-Spec band. Electromagnetically simulated

second and third order SSB FPI fringes are plotted in red. Scanning the cavity

length of the FPI will move the fringes through the bandpasses, enabling LIM

measurements. The redshift of the [CII] line is shown on the top axis for reference.

EoR-Spec’s optics will couple off-axis detectors to beams that go through the FPI

at off-axis angles. This means that off-axis pixels will see slightly higher frequency

fringes than on-axis pixels. This is illustrated in the figure by the pink bands.

The ARC on the SSB mirrors is required to have an octave of bandwidth in

order to reduce parasitic resonances and optimize the transmitted fringe power.

Similarly, the metal meshes must be designed to provide reasonable finesses across

the entire bandwidth. These two requirements motivate careful modelling and
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Figure 3.6: Transmittance plot illustrating the operating principles of EoR-Spec
over the redshifted [CII] line between 210–420 GHz corresponding to
redshifts 8–3.5. The first quartile telluric transmittance is plotted in
blue, showing the atmospheric absorption. Nominal low (purple) and
high (green) bandpasses are shown for the MKID detectors, splitting
the 210–420 GHz octave in half. Simulated two-layer broadband ARC
transmittance is shown in yellow. Second and third order simulated
SSB FPI fringes are shown in red, one in each detector bandpass. Pink
bands demonstrate how off-axis pixels will see blue-shifted fringes. As
the FPI cavity length is scanned, the fringes will move left and right,
sampling narrow bandpasses of the [CII] emission at a time, building
a tomographic view of the EoR. Figure from [32].

optimization of the SSB mirrors. The rest of this chapter focuses on the design of

the ARCs and SSB metal mesh reflectors.
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3.3 Silicon-Based Metamaterial Anti-Reflection Coatings

As mentioned above, high-purity silicon is an excellent refractive media for the

far-IR and millimeter because of it’s low loss tangent and high index of refraction

[157]. While its high index of refraction makes designing powered optics simpler,

it also meands that there will be a large Fresnel reflection at each silicon surface.

At normal incidence, the reflected power between two dielectrics with indices of

refraction n1 and n2 is

R =

∣∣∣∣n1 − n2

n1 + n2

∣∣∣∣2 . (3.13)

This is a result of the impedance mismatch between the dielectric media. With an

index of about nSi ≈ 3.4, every silicon-vacuum interface will suffer a 30% reflection.

For cryogenic re-imaging silicon lenses, these reflections can cause ghost images

that bounce around the interior of the optics module before ending at a detector.

For a silicon-based FPI, having multiple parallel reflective surfaces can lead to

parasitic resonances in which undesired resonances are formed between the coupled

cavities. Therefore, in order to use silicon effectively as a cryogenic refractive

media, an anti-reflection coating (ARC) technology for silicon is required.

Multiple approaches for silicon ARCs have been explored and fielded. The sim-

plest solution is to apply a uniform dielectric film with a precisely controlled index

of refraction and thickness onto the silicon surface. However, finding a material

with the ideal index and low loss-tangent is challenging. Additionally, spraying

or stretching/adhering a dielectric film on silicon such that it doesn’t delaminate

under cryocycling is challenging. Nonetheless, these approaches have worked in

the past and been fielded in instruments such as MBAC, POLARBEAR, BICEP

[54, 80, 88, 122]. For the application of SSB mirrors for FPIs, any mismatch be-
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tween the coefficients of thermal expansion (CTEs) of the silicon and the dielectric

film will cause film stress upon cooling and would warp the mirrors which already

have a tight tolerance on flatness.

Another method which has been developed extensively over the past decade is

using subwavelength structures to create a metamaterial artificial dielectric. The

design of the subwavelength geometry controls its effective dielectric constant, en-

abling highly tunable artificial dielectric layers. For example, a single layer of

silicon pillars will have a constant index of refraction between that of silicon and

vacuum depending on the area fill fraction of the pillar footprint. Alternatively, a

gradient indexed metamaterial layer can be created by constructing silicon pyra-

mids or cones. Because the metamaterial ARC is made of the same material as

the substrate, delamination and warping due to mismatched CTEs is no longer a

concern. The challenge of this technology is to precisely inscribe or etch the silicon

surface with the repeating geometry of the metamaterial. If the features are on

the order of a wavelength or greater, they will cause incident radiation to diffract

or scatter off the metamaterial structures.

Two previously explored methods for fabricating metamaterial ARCs include

cutting it onto the silicon surface using a dicing saw blade and ablating it using

a laser [39, 162]. Both methods have produced successful prototypes, but to-date,

the dicing saw method remains the most popular and has produced many multi-

layer ARCs and half-wave plates for experiments that this author collaborates

with [34, 64]. The dicing saw method is limited to longer wavelengths due to the

physical constraints on the blade size. Recent demonstrations of the laser method

have shown success but are limited to gradient index designs and have yet to be

fielded [155].
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A third method for fabricating metamaterial ARCs is to use deep reactive ion

etching (DRIE), which is a common nanofabrication plasma etching technique. In

this method, a plasma is accelerated at the silicon surface, bombarding it with ions

which break silicon bonds. Etch masks such as patterned photoresist or SiO2 can

be used to protect areas of the silicon surface, enabling selective vertical etching of

metamaterial geometries. The primary benefit of DRIE-based metamaterial ARCs

is that they can access much higher frequencies (well into the THz) than the dicing

saw method. A secondary benefit is that the total fabrication time is much less than

a dicing saw since the entire surface of the optical element is etched simultaneously

rather than being traced out multiple times with a single blade. Our group has

developed this method at the Cornell Nanofabrication Facility (CNF) and produced

some of the first silicon-based single and double layer ARCs fabricated with DRIE

[61]. We discuss the fabrication process and characterization of early plasma etched

ARCs in section 3.5.

EoR-Spec plans to use double-layer DRIE-based metamaterial ARCs in order

to provide sub-percent reflectance to the mirror substrates over an octave of band-

width. In the following subsections, we develop and optimize the design of EoR-

Spec’s ARCs by following a design flow from analytic ARC theory, to approximate

metamaterial models, and then finally through full electromagnetic simulations of

the subwavelength structures.

3.3.1 Dielectric Theory for ARCs

We begin the ARC design process with an analytic model of layered, homogeneous

dielectrics. A general solution for the transmission of waves through homogeneous

layered dielectric media is presented in Yeh [161]. Here, we present a brief overview

77



of the matrix formulation of transmittance and reflectance derived in Yeh §5.1.3.

Consider a multilayer structure ofN homogenous dielectrics, each with a unique

complex index of refraction ni and thickness di. The structure is bounded by the

incident medium, n0, and the substrate medium ns as shown in Figure 3.7.
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Figure 3.7: A multilayer system of dielectrics between two media with indices n0

and ns. The refractive index and depth of each layer is ni and di.
Right and left traveling wafers represented by R(x) and L(x) represent
a general solution for the electric field everywhere.

Consider a plane wave incident on the boundary between the incident medium

(n0) and the the first dielectric layer (n1). The general solution for the electric

field on both sides of the interface can be written as the superposition of right and

left-traveling waves:

E(x) = Re−ikxx + Leikxx = R(x) + L(x). (3.14)

We require that the right and left waves satisfy boundary conditions at the interface

x = 0. Specifically, Fresnel’s reflection and transmission equations dictate the

relationship between the field amplitudes when the two media are dielectrics. For

transverse electric (TE) waves (when the electric field vector is perpendicular with
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the normal vector of the dielecric surface) this amounts to:

L(0−) +R(0−) = L(0+) +R(0+)

n1(L(0−)−R(0−)) cos θ1 = n2(L(0+)−R(0+)) cos θ2,

(3.15)

where 0− and 0+ represent the x coordinates infinitesimally to the left and right

of x = 0 respectively. Written in matrix form, these equations are:

D1

L(0−)

R(0−)

 = D2

L(0+)

R(0+)

 , (3.16)

where Di is called the dynamical matrix of the TE wave in medium i:

DTE
i =

 1 1

ni cos θi −ni cos θi

 . (3.17)

Following a similar approach, the dynamical matrix of a TM wave in medium i is:

DTM
i =

cos θi cos θi

ni −ni

 . (3.18)

Using this approach, we can relate the electric fields on both sides of the bound-

ary using simple matrix arithmetic:L(0−)

R(0−)

 = D−1
1 D2

L(0+)

R(0+)

 . (3.19)

Thus, if we know the indices of both media and the angle of incidence, we can

solve for the electric field at the boundary. This formalism can be extended to the

entire system of stacked homogeneous dielectric layers shown in Figure 3.7 if we

introduce a propagation matrix to account for the phase shift between successive

layers. Let Pi be the propagation matrix for the wave traveling through layer i
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with index ni and thickness di at an angle θi to the normal:

Pi =

eiφi 0

0 e−iφi

 , (3.20)

where φi is the phase shift in layer i given by

φi = kixdi =
nidi
λ0

cos θi. (3.21)

Thus, if we know the index, thickness, and angle of incidence in each layer,

we can determine the electric field amplitudes on both sides of the system. For

example, consider a thin dielectric film with index nf and thickness d between two

media with indices n0 and ns. The field amplitudes through the system can be

written L(0−)

R(0−)

 = D−1
0 DfPfD

−1
f Ds

L(d+)

R(d+)

 . (3.22)

This easily extends to any number of dielectric layersL−
R−

 = D−1
0

[
N∏
l=1

DlPlD
−1
l

]
Ds

L+

R+

 =

M11 M12

M21 M22


L+

R+

 . (3.23)

And so, if the matrix M is known for the system of dielectrics, then the reflected

and transmitted electric fields can be computed. An incident wave from the left

will have reflection and transmission coefficients

r =

(
L(0−)

R(0−)

)
and t =

(
R(X+

N)

R(0−)

)
. (3.24)

It can be shown6 that these coefficients are equivalent to

r =
M21

M11

and t =
1

M11

, (3.25)

6See §5.2 of Yeh [161]
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and the reflectance and transmittance are then given by

R =

∣∣∣∣M21

M11

∣∣∣∣2 and T =
ns cos θs
n0 cos θ0

∣∣∣∣ 1

M11

∣∣∣∣2 . (3.26)

Using a computer to perform the matrix multiplication for us, this formalism

makes it simple to compute the transmittance of multi-layer dielectric systems.

Dr. Patricio Gallardo wrote an implementation7 of this method assuming normal

incidence which I helped test, correct, and improve. Using Gallardo’s chal code, I

have modeled double layer ARCs for silicon substrates.

For a single layer quarter-wave depth ARC with index n1 and thickness λ0/4n1,

the reflectance at normal incidence reduces simply to

R =

(
n0ns − n2

1

n0ns + n2
1

)2

(3.27)

and thus can be totally eliminated at λ0 if the ARC index is n1 =
√
n0ns. The blue

line in Figure 3.8 shows the transmittance of an optimal single layer ARC tuned for

a band center of 315 GHz. However, notice that the fractional bandwidth above

99% transmittance is small at ∼ 1.2 : 1.

A multi-layer ARC does not simplify quite as nicely as a single layer. Adding

additional layers enables higher transmittances over broader bandwidths. Choos-

ing the indices of each layer is a multi-parameter optimization problem. Generally,

if lower transmittances can be accepted, broader bandwidths can be achieved.

Similarly, higher in-band transmittance can be achieved at the cost of a narrower

bandwidth.

For a double-layer quarter-wave depth ARC with indices n1 and n2 (n0 < n1 <

7https://github.com/patogallardo/chal
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Figure 3.8: Dielectric model of the transmittance of a single, double, and triple
layer ARCs centered at 315 GHz. Increasing the number of layers
dramatically increases the bandwidth of the ARC.

n2 < n3), the reflectance at normal incidence reduces to

R =

(
n0n

2
2 − nsn2

1

n0n2
2 + nsn2

1

)2

(3.28)

and so, the reflectance will be eliminated at λ0 when (n2/n1)2 = ns/n0. However,

note that that satisfying this condition maximizes the reflectance at the center

of the band but does not optimize the bandwidth. Figure 3.8 also shows the

transmittance of a double and triple layer ARC that have been roughly optimized

to produce a minimum transmittance of 99% over as wide a bandwidth as possible.

The double and triple layer ARCs have bandwidths above 99% transmittance of

roughly ∼ 2.0 : 1 and ∼ 3.2 : 1 respectively. While a triple-layer ARC would be

82



best for EoR-Spec’s requirements, the fabrication methods for a three-layer ARC

using DRIE still need development. In order to optimize EoR-Spec’s performance,

a careful optimization of a double-layer ARC is required.
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Figure 3.9: Dielectric model calculations for double-layer ARCs, sweeping over tar-
get dielectric constants for both layers. The thickness of each layer is a
quarter wavelength in the index of the layer. The substrate dielectric
constant is set to εs = 11.7. The upper panel overplots all simulated
transmittances. The lower left panel plots the minimum transmittance
within the EoR-Spec bandwidth over the entire parameter sweep. The
lower right panel plots the integral of the transmittance over the EoR-
Spec bandwidth, normalized to the best performing simulation. From
this, we select a roughly optimal design: ε1 = 2.0 and ε2 = 5.7. The
transmittance of this design is highlighted in the upper panel.

In Figure 3.9, we used the dielectric model presented above to simulate double-

layer ARC performances over two dimensional parameter space of refractive in-

dices. The substrate dielectric constant is set to that of silicon in the millimeter:

εs = 11.7. The upper panel of the figure shows all of the simulated profiles over
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plotted on one another. The lower panels are contour plots of two merit functions

used to evaluate the ARC performance. The parameter space is denoted in terms

of the relative dielectric constant of each layer εi = n2
i instead of the refractive

index. The merit function used in lower left panel is the minimum transmittance

within the EoR-Spec band for a given simulation. Ideally, we want the minimum

transmittance to be > 99% within the entire octave but this is difficult to accom-

plish except in the highest bin of the contour plot. The merit function used in the

lower right panel is a proxy for bandwidth: the integral over the transmittance

profile within the EoR-Spec band, normalized to the best performing simulation

in the sweep. This merit function will tend to reject results with a large dip in the

middle of the band but will award balanced results where the dip is roughly equal

to drop at the edges of the bandwidth. The two merit functions do not agree in

general but they have a similar behavior. Based on these results, we can select

a rough estimate for the target dielectric constants of our double-layer ARC, and

then continue to optimize it with this analytic dielectric model and electromagnetic

simulation techniques. We select ε1 = 2.0 and ε2 = 5.7 which roughly balances the

two merit functions. The transmittance of this design is highlighted in the upper

panel of the figure.

Figure 3.10 takes this design and then runs a parameter sweep over the layer

depths. The nominal depth of each layer is a quarter wavelength in the index of

the layer. Small changes to these values can shift and stretch the transmittance,

increasing the minimum in-band transmittance or increasing the bandwidth. The

panels in the figure are laid out in the same format as in Figure 3.9, with the same

merit functions. The parameter values d1 and d2 are fractional changes to the

nominal quarter wavelength depths. From the minimum in-band transmittance

merit function (lower left), we see the two layer depths can vary as long as they
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Figure 3.10: Dielectric model calculations for double-layer ARCs, sweeping over
the layer depths. For these simulations, we take ε1 = 2.0 and ε2 = 5.7
from the previous figure as the nominal design and then sweep over
fractional changes to the quarter wavelength depths. The upper panel
overplots all simulated transmittances. The lower left panel plots
the minimum transmittance within the EoR-Spec bandwidth over the
entire parameter sweep. The lower right panel plots the integral of
the transmittance over the EoR-Spec bandwidth, normalized to the
best performing simulation. From this, we remain with the nominal
design: d1 = d2 = 1. The transmittance of this design is highlighted
in the upper panel.

are inversely varied with respect to the other. From this plot, it is clear that

the nominal d1 = d2 = 1 provides the best in-band transmittance. In the other

merit function (lower right), where we integrated the in-band transmittance, we

see a different behavior. The integrated transmittance is fairly tolerant to depth

deviations and may even suggest that the optimal layer depth for the EoR-Spec

band is closer to d1 = d2 = 0.99. However, since the integrated transmittance is

relatively tolerant compared to the minimum transmittance, we will continue using

85



d1 = d2 = 1 for our nominal, dielectric model design.

The powerful matrix formalism for layered dielectric media that we developed

here has many applications. The model accepts complex refractive indices and is

therefore not limited to lossless optical devices. The author has applied this model

and code to study many other sub-mm devices such as gradient index ARCs,

silicon-cavity FPI etalons, and high-reflectance Bragg mirrors. However, for SSB

FPIs which rely on metamaterial-based ARCs, we need a model to connect the tar-

get refractive indices we identified in this subsection to the metamaterial geometry

that must be fabricated.

3.3.2 Metamaterial Approximations for Silicon ARCs

In the previous section, we discussed a dielectric theory for multi-layer ARCs that

assumes each layer is homogeneous. This theory provides a guide for the desired

indices of refraction for our multi-layer metamaterial ARCs. The next step in

designing our silicon-based ARCs is to determine a metamaterial geometry that

will produce the desired effective index of refraction for each layer. In this section,

we go through the capacitive models that we use for estimating the metamaterial

geometry.

We begin with a discussion of a capacitive model for artificial dielectrics that

was developed in Biber et al 2003 [18]. This model assumes that (1) the metama-

terial structures are dielectric, (2) the unit cell of the structures have a four-fold

symmetric design, (3) the unit cell periodicity is significantly less than the incident

wavelength (in the dielectric medium), and (4) the electric field vector is perpen-

dicular to the surface (i.e. TE modes). Figure 3.11 shows illustrations of the unit
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cell structures (top) and equivalent capacitive circuits (bottom) for metamaterial

designs based on dielectric pillars (left) and holes (right).

d

w

p

CSiCA CA

CB

CB

dw p

Figure 3.11: Illustrations of the metamaterial geometry (upper) and effective ca-
pacitive circuit models (lower) for subwavelength pillars (left) and
holes (right) geometries. In the circuit models, a capacitor symbol
with a blue shading indicates a parallel plate capacitor loaded with a
dielectric constant of silicon εSi, where as the white capacitor symbols
are parallel plate capacitors with the dielectric constant of free-space.

The effective dielectric constant for such designs can be estimated by deter-

mining the total capacitance of the equivalent circuit. Consider the case of silicon

pillars of width w, periodicity (pitch) p, height d, and relative dielectric constant

εSi ≈ 11.7, surrounded by vacuum with relative dielectric constant εvac = 1. We
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can write the total capacitance of the equivalent circuit shown in Figure 3.11 lower

left :

Ctot = 2CA +

(
2

CB

+
1

CSi

)−1

. (3.29)

Using the equation for a parallel plate capacitor of area A, separation s, and

relative dielectric constant in between the plates εr, C = ε0εr
A
s

we can write each

capacitance separately:

CA =ε0εvac
d(p− w)

2p
= ε0εvac

d(1− r)
2

,

CB =ε0εvac
2dw

p− w = 2ε0εvacd
r

1− r ,

CSi =ε0εSi
dw

w
= ε0εSid,

(3.30)

where we defined r = w/p. Another common parameterization instead of r is the

silicon area fill fraction fSi. For pillars fSi = r2 and for holes fSi = 1−r2. Plugging

these in to Equation 3.29 yields

Ctot,pillars = ε0εvacd

[
1− r +

(
1− r
r

+
εvac

εSi

)−1
]
. (3.31)

Note that this equation only holds for the pillar metamaterial geometry. An analo-

gous equation can be derived for a metamaterial geometry of holes, or equivalently,

we can simply swap the instances of εvac and εSi in Equation 3.31:

Ctot,holes = ε0εSid

[
1− r +

(
1− r
r

+
εSi

εvac

)−1
]
. (3.32)

The effective index of refraction for either geometry can then be determined

from Equations 3.31 and 3.32 using

neff =
√
εeff =

√
Ctot

ε0d
. (3.33)

Figure 3.12 plots neff as a function of the silicon area fill fraction fSi for both

silicon pillars and holes (solid lines). Thus, this model is useful for roughly es-

timating the area fill ratio of silicon to vacuum, and thus the geometry of these
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metamaterial designs. It is also useful for giving physical insight and intuition for

the design of artificial dielectrics.
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Figure 3.12: The effective index of refraction for artificial dielectrics based on sub-
wavelength holes and pillars as a function of the area fill fraction of
silicon to vacuum, fSi. The capacitive circuit approximations from
Biber et al 2003 [18] are plotted as solid lines. The dashed lines are
the relations determined through empirical electromagnetic simula-
tions from Defrance et al 2018 [40].

Following the increase in computing power over the past two decades, electro-

magnetic (EM) simulation packages such as Computer Simulation Technology Mi-

crowave Studio8 (CST) or ANSYS High Frequency Structure Simulator9 (HFSS)

have made it easier to calculate the expected metamaterial response by solving

8https://www.3ds.com/products-services/simulia/products/cst-studio-suite/
9https://www.ansys.com/products/electronics/ansys-hfss
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Maxwell’s equations. Using iterative modeling, a metamaterial design can be de-

termined via brute force rather than using approximate physical models such as

the capacitive model above. Recent works such as Defrance et al 2018 [40] have

compared EM simulations of silicon pillars and holes to the predictions of Biber’s

capacitive model. Defrance finds that a simple linear function and a quartic poly-

nomial function more readily describe the behavior of pillar and hole geometries

respectively. These functions are over plotted in Figure 3.12 (dashed lines) where

it is clear that the capacitive model and the EM simulations are in relative agree-

ment even though the capacitive model tends to slightly under estimate the EM

simulations. The functional form of the linear and polynomial functions found by

Defrance et al are:

neff, pillars =4.9f 4
Si − 6.28f 3

Si + 3.11f 2
Si + 0.66fSi + 1

neff, holes =fSi(nSi − 1) + 1.

(3.34)

Using these models and the target dielectric constants determined in the pre-

vious section, we can select initial metamaterial geometries. In the next section,

we use electromagnetic simulations to evaluate and re-optimize the design of our

metamaterial geometry.

3.3.3 Electromagnetic Simulations of Silicon ARCs

To design our FPI metamaterial ARCs, we use the models described in the pre-

vious two sections to estimate the metamaterial geometry, and then optimize it

by iterating over electromagnetic simulations in CST. We use CST’s frequency

domain solver for periodic structures which is a 3D finite element-based full-wave

solver. Figure 3.13 shows a screenshot of an example unit cell of a double layer

ARC in CST.
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Figure 3.13: Screenshot of a unit cell of the 3D unit cell double-layer metamaterial
ARC. Periodic boundary conditions are set on the lateral sides of the
unit cell. Floquet ports are defined above and behind (in the silicon)
the unit cell to simulate the transmittance through a double-layer
coating without other contaminating reflections.

To simulate the transmittance and reflectance of the two layer ARC structure,

a pair of Floquet ports are defined along the normal axis of the structure: the

first port is placed some distance before the first metamaterial layer in free space,

the second port is placed within the silicon such that reflections off the back of

the silicon are not measured. Periodic boundary conditions are applied on all four

lateral sides of the cell, implying an infinitely repeating cell structure. The im-

portant parameters of the 3D unit cell ARC model include the pitch, hole widths,

and layer depths. The hole widths and layer depths are determined using the ARC

parameters defined using the dielectric theory and metamaterial approximations

in the preceding sections. The pitch only needs be shorter than the shortest wave-

length in the EoR-Spec band in the silicon medium, but the pitch can and should

be optimized. We run a series of parameter sweeps to optimize and characterize

the ARC performance as well as to understand how fabrication defects impact the
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final ARC performance.

Before diving into ARC parameter sweeps and optimizations, we first compare

the expected theoretical performance theory (Equation 3.26) to CST’s simulated

transmittance. Figure 3.14 shows the analytic and simulated transmittances for

a two-layer ARC designed for a center frequency of 315 GHz with target indices

n1 = 2.0 and n2 = 5.8, and quarter-wave layer depths. The CST model uses the

metamaterial hole geometry with fSi should be 17.1% and 58.2% for both layers

respectively (Equataion 3.34). It is evident that the analytic dielectric prescrip-

tion and the EM simulations agree on the general form of the transmittance, but

that there are discrepancies between the models. The transmittance in the middle

of the band is significantly worse in the EM simulation, dropping below our tar-

get T = 0.99 for minimizing parasitic FPI resonances. The two models disagree

on the overall bandwidth, with the EM simulations being centered at a slightly

lower frequency than the dielectric model. From this result, it is clear that the

metamaterial design requires fine-tuning beyond the effective capacitive model.

Optimizing the ARC metamaterial geometry through EM simulation sweeps is

time consuming but has been found to give results consistent with lab measure-

ments [38, 40, 61]. We take the nominal design from the dielectric and capacitor

models and perturb various geometric parameters such as the pitch, target, dielec-

tric constant, hole width, and depth of each layer.

First, we sweep over the pitch of the metamaterial structure. Fabrication re-

quires that the pitch of both ARC layers are identical and so, we simulate the

ARC performance over a one dimensional sweep of pitches. Figure 3.15 shows

the CST simulated ARC transmittance as a function of pitch. As the pitch is

increased, the ARC performance is reduced at higher frequencies, and eventually
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Figure 3.14: Comparison of analytic (Section 3.3.1) and CST simulated transmit-
tance for a double layer ARC with target dielectric constants ε1 = 2.0
and ε2 = 5.8. The metamaterial hole geometry used in the CST model
was computed with Equation 3.34 and the layer thicknesses were set
to a quarter wavelength in the layer indices.

begins diffracting when the metamaterial structures are no longer subwavelength.

For the simulations shown here, diffraction occurs when p/λ0 & 0.30.10 We see that

the ARC performance is stable in the EoR-Spec band (210 – 420 GHz) for pitches

. 65 µm. Pitches as high as 130 µm are also stable, with higher transmittances

in the middle of the band, but smaller bandwidths. The layer depths are driven

by the quarter wave thickness requirement and so are roughly around 100 µm and

160 µm for the lower and upper layers respectively. For fabrication, a higher width

to depth ratio is desirable. If the pitch is too small, then the aspect ratio of the

holes becomes too high for plasma etching. Therefore, we will constrain our EM

ARC models to pitches between roughly 65-130 µm.11

10Note that this roughly agrees but is less conservative than the limit discussed in Datta et al
2013 [38] which says diffraction occurs when p/λ0 & 1/(ns + n0) = 0.23.

11This corresponds to p/λ0 ≈ 7-14%, agreeing with the quasi-static limit p/λ0 � 0.1 described
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Figure 3.15: CST transmittance simulations of a double-layer metamaterial ARC
with target dielectric constants ε1 = 2.0 and ε2 = 5.8 and a varied
pitch. At larger pitches, the metamaterial structures are no longer
subwavelength and begin to diffract. The bandwidth is maximal for
pitches . 65 µm but is still acceptable up to 130 µm.

Next, we sweep over small variations of the target dielectric constant of both

layers to optimize the transmittance and bandwidth. When we perturb the target

dielectric constant we simultaneously change the hole width and depth of each

layer since both depend on the target index via Equation 3.34 and di = λ/4ni. For

these simulations, we choose p = 65.33 µm. Figure 3.16 shows the sweep results.

The upper panel overplots all of the simulations in the sweep while the lower plots

evaluate each simulation in terms of its minimum in-band transmittance (left)

and its normalized integrated in-band transmittance (right). We search for the

in Datta et al 2013 [39] for which the performance converges to the homogeneous approximation.
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parameter set which maximizes both merit functions.
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Figure 3.16: CST transmittance simulations of double-layer metamaterial ARCs,
with varied target dielectric constants. The pitch of these simulations
is held constant at 65.33 µm. The layer depths are a quarter wave-
length in the index of each layer. The hole widths are determined
for a given dielectric constant using Equation 3.34. The upper panel
overplots all simulated transmittances. The lower panels plot the
minimum in-band transmittance and the integrated in-band trans-
mittance over the dielectric constant parameter space. The trans-
mittance when ε1 ≈ 1.90 and ε2 ≈ 5.82 is highlighted in the upper
panel.

Comparing the results of this CST parameter sweep to the parameter search we

performed with the dielectric theory (see Figure 3.9), we see a similar structure, but

a slightly different optimal set of dielectric constants at ε1 ≈ 1.90 and ε2 ≈ 5.82.

The transmittance profile for this combination of dielectric constants is bolded

above the rest. We carry these new dielectric constants forward into our depth

and hole width optimizations.
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Figure 3.17: CST transmittance simulation sweep of double layer metamaterial
ARCs, with varied hole widths. The nominal design uses ε1 ≈
1.90 and ε2 ≈ 5.82 and quarterwave layer depths. The upper panel
plots all simulated transmittances. The lower panels plot the mini-
mum in-band transmittance and the integrated in-band transmittance
over the fractional width parameter space. The fractional width is
defined as the fractional deviation from the width given by Equa-
tion 3.34 for the target index of each layer. The transmittance when
w1 = w2 = 1 is highlighted in the upper panel.

Figure 3.17 shows the sweep results when the hole width of each layer is

perturbed by up to ±2%. The x and y-axes of the lower panels are fractional

changes to the hole widths away from the nominal values which are determined

for ε1 ≈ 1.90 and ε2 ≈ 5.82 using Equation 3.34. During the hole width sweep,

all other parameters were held at their nominal values. The transmittance with

w1 = w2 = 1 is bolded in the upper panel. However, based on the sum of the

in-band transmittance plot (lower right), we find that the best performance is not

necessarily at w1 = w2 = 1. From the lower right panel, it is also evident that the
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ARC performance is strongly dependant on the width of the upper (i = 1) layer

width, but much less so on the lower (i = 2) layer. Percent-level deviations in the

upper layer hole width can have a one percent decline in the minimum in-band

transmittance. By prioritizing the minimum in-band transmittance merit function,

we select to remain with the nominal w1 = w2 = 1 design.

150 200 250 300 350 400 450
Freq [GHz]

0.90

0.92

0.94

0.96

0.98

1.00

Tr
an

sm
itt

an
ce

0.9 0.92 0.94 0.96 0.98 1 1.02 1.04
d1

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

d2

0.9 0.92 0.94 0.96 0.98 1 1.02 1.04
d1

0.9

0.92

0.94

0.96

0.98

1

1.02

1.04

0.973

0.975

0.977

0.979

0.981

0.983

0.985

0.987

0.989

0.991

m
in

im
um

(T
) i

n 
ba

nd
wi

dt
h

0.9928

0.9936

0.9944

0.9952

0.9960

0.9968

0.9976

0.9984

0.9992

1.0000

no
rm

(in
te

gr
al

(T
)) 

in
 b

an
dw

id
th

Figure 3.18: CST transmittance simulation sweep of double layer metamaterial
ARCs, with varied hole depths. The nominal design uses ε1 ≈
1.90 and ε2 ≈ 5.82 to determine the hole widths which are held con-
stant in this parameter sweep. The upper panel plots all simulated
transmittances. The lower panels plot the minimum in-band trans-
mittance and the integrated in-band transmittance over the fractional
depth parameter space. The fractional depth is defined as the frac-
tional deviation from the quarter wavelength depth given the target
index of the layer. The transmittance when d1 = d2 = 1 is highlighted
in the upper panel.

Figure 3.18 shows the sweep results when the depth of each layer is perturbed

by +4.0
−10.0%. The x and y-axes of the lower panels are fractional changes to the
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layer depth away from the nominal quarter wavelength depth. During the layer

depth sweep, all other parameters (such as the pitch, target index, and widths)

were held at their nominal values. The nominal transmittance with d1 = d2 =

1 is bolded in the upper panel. Comparing the results of this CST parameter

sweep to the parameter search we performed with the dielectric theory (see Figure

3.10), the structure of the merit functions look similar. The optimal performance

again is not necessarily at d1 = d2 = 1. The integrated in-band merit function

(lower right panel) suggests that the optimal performance tends to prefer upper

layer depths that are slightly smaller than nominal. Further, from the minimum

transmittance merit function (lower left panel) we note that if d1 is smaller than

the nominal design, then d2 prefers to be larger, and vice versa. The minimum

in-band transmittance is relatively tolerant to deviations of up to a few percent,

which would cause a .0.5% decrease in transmittance. We choose d1 = 0.97 and

d2 = 1.02 to optimize the minimum in-band transmittance.

The process of optimizing wi and di can be iterative. Choosing the hole widths

will affect the performance of a depth sweep and vice versa. Some eyeballing must

be done in order to choose from the width and depth sweeps. The two merit

functions plotted do not tend to agree on an optimal design. There may also be

other merit functions that were not explored which could lead to more optimal

designs. This is suggested as future work if stricter requirements for two-layer

metamaterial ARCs are needed. Table 3.1 records the optimal values given from

the sweep over dielectric constants above, and taking w1 = w2 = 1, d1 = 0.97, d2 =

1.02 as an optimal configuration.

Figure 3.19 plots the transmittance of the optimized ARC defined in Table

3.1 as a function of angle of incidence. The ARC performs well for a wide range
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Parameter Value
Metamaterial structure pitch 65.33 µm
Target upper layer dielectric constant 1.90
Target lower layer dielectric constant 5.82
Substrate dielectric constant 11.7
Upper layer hole width 60.01 µm
Lower layer hole width 42.16 µm
Upper layer depth 167.48 µm
Lower layer depth 100.63 µm

Table 3.1: Double-layer ARC parameters, optimized via EM simulation parame-
ter sweeps. The metamaterial pitch was chosen to optimize the ARC
bandwidth. The target indices were then chosen to minimize the in-
band reflectances. The hole widths were determined via Equation 3.34
and the hole depths are quarter wavelength, in the layer index. Via
parameter sweeps, the nominal hole widths and depths were found to
satisfy the performance requirements.

of angles. As the angle of incidence increases, the bandwidth and band-center

are blue-shifted. At 30◦, the transmittance at 210 GHz degrades by roughly one

percent while the higher frequencies see a modest boost in transmittance. At

40◦, the transmittance near band-center falls below 99% ,the low frequency end

of the bandpass has shifted significantly to higher frequencies, and the bandwidth

is diminished. Off-axis beams will pass through EoR-Spec’s FPI at angles up to

∼ 27◦/2 = 13.5◦, so this understanding of the ARC performance will be valuable

for determining the optics design of the rest of the module.

Lastly, we also use CST to simulate the effects of fabrication defects on the

ARC performance. Various physical defects can be added to the 3D model of the

metamaterial structure. For example, the deep silicon etching process that we

have developed does not always produce perfectly vertical sidewalls. We can use

a CST model to place a tolerance on the sidewall taper angle. Figure 3.20 shows

a simulation sweep over which the sidewalls of the holes are tapered inwards (so
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Figure 3.19: CST transmittance simulation sweep of double layer metamaterial
ARCs, with varied angles of incidence. Nominal design parameters
are taken from Table 3.1. As the angle of incidence is increased, the
bandpass is blue-shifted. The ARC performance remains adequate
up to about 30◦. Beyond that, the bandwidth is minimized and the
transmittance near the band-center drops precipitously.

that the hole width gets narrower as the depth increases). It is not surprising that

the transmittance is strongly affected by the sidewall taper because we already

saw that small changes in the hole width affect the ARC performance (i.e., Figure

3.18). However, if the deep silicon etching process produces consistently tapered

sidewalls, then an optimal ARC design can be found by re-sweeping the hole width

and layer depths, holding the sidewall taper as a constant in the EM model.

With a well-performing double-layer ARC design, we now move on to develop-

ing a design for the metal mesh reflectors. Once both components are designed, we
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Figure 3.20: CST transmittance simulation sweep of double layer metamaterial
ARCs, with varied sidewall taper angles. Nominal design parameters
are taken from Table 3.1. As the sidewall taper angle is increased,
the transmittance is reduced throughout the band.

will generate EM simulations combining an approximate model for the ARCs and

the reflectors and then evaluate the performance of a model of an entire mirror.

3.4 Silicon Substrate-Based FPI Mirrors

A cryogenic silicon substrate scanning FPI consists of two silicon mirrors, each

coated with one reflective surface and one anti-reflective surface. In this section,

we discuss models and EM simulations of silicon-based metal mesh reflectors, single

FPI mirrors, and the full EoR-Spec silicon-based scanning FPI. We also discuss
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Ohmic and dielectric losses in these silicon-based devices.

Figure 3.21 shows an illustration of a silicon substrate-based FPI. The ARC on

the outer surface of each mirror is critical for minimizing Fresnel reflections which

could generate parasitic resonances in the FPI transmittance. Each inner mirror

surface is coated with a thin, lithographically patterned mesh like the inductive

and capacitive designs shown here.

Two-layer Metamaterial ARCs

Silicon Wafers

Inductive 
Metal Mesh

Capacitive 
Metal Mesh

FPI Cavity

w

p

w

p

Inductive Mesh
High Pass

Capacitive Mesh
Low Pass

R

L
C

L

R

C

Figure 3.21: Left : SSB FPI illustration, showing metamaterial ARCs and metal
meshes on silicon wafers, forming an etalon. Right : Illustration of ba-
sic metal mesh unit cells and corresponding equivalent circuit models.

3.4.1 Frequency Selective Metal Mesh Reflectors

Metal meshes have been used as reflective filters and polarizers for microwave and

infrared instruments since the mid-1900s [117, 147]. For applications in the fields

of astronomy and cosmology, simple inductive and capacitive filters are the most

common and are often stacked (in the direction of wave propagation) in order to

produce sharp cutoff or bandpass filters [4]. In defense and security applications,

more complex shapes and cascaded filters (generally termed frequency selective
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surfaces) are used for bandpass and bandstop filters to minimize the radar cross-

sections of planes and ships [106]. Empirical studies have related the geometric

properties of meshes to lumped-element circuit parameters to develop transmission

line models for the transmittance, reflectance, and absorptance of metal meshes

[98, 146, 147].

For simple inductive and capacitive meshes such as those shown in Figure

3.21, transmission line models have been built based on experimental data. In the

1960s, Ulrich developed the multi-element equivalent circuit representations shown

in Figure 3.21, and constructed models for their transmittance [147]. Fitting his

models to transmittance and reflectance data for a variety of capacitive meshes in

the sub-mm, Ulrich empirically related the mesh geometry (characterized by the

ratio of the square width to the pitch, w/g) to an effective capacitance so long as

w/p > 0.7. The data for inductive meshes did not fit as well to Ulrich’s model,

though this may be due to the relatively thick metal wires that were used at the

time for structural integrity of freestanding inductive meshes [108]. Ulrich also

established a relationships for the resonant frequency and resistive loss term for

capacitive meshes based on w/p and the resistivity of the mesh material (Section

3.4.5).

Since the 1960s, improvements have been made to the transmission line ap-

proach [124] and have expanded it to a variety of different mesh geometries for

various applications [31, 98, 106]. Significant effort has also gone into analyti-

cally solving the behavior of metal meshes via electromagnetics with Maxwell’s

equations [16, 95, 103]. Modern metal mesh design is primarily performed using

software packages that numerically solve Maxwell’s equations for a given unit-cell

of the structure.
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EM modeling of metal meshes via CST is similar to that of metamaterial ARCs

(Section 3.3.3). Important design considerations are the ratio of the square width

to the pitch, w/p, the ratio of the pitch to the wavelength, p/λ, and the thickness of

the mesh. As with ARCs, the metal mesh pitch must be less than the wavelength

of incident radiation such that p < λ/n where n is the index of refraction of the

dielectric substrate. When this is not satisfied, the mesh can diffract incident

radiation. Additionally, the thickness of metal mesh must be much less than a

wavelength but also greater than the skin depth of the metal. A final constraint

is related to fabrication: the method we currently use for patterning these meshes

on silicon is limited to minimum feature sizes of ≈ 1 µm, setting physical limits

on w and p.

Figure 3.22 shows CST transmittance simulations of inductive and capacitive

meshes designed for EoR-Spec. These meshes consist of a 100 µm thick layer of

cryogenic gold (ρAu,1K = 2.2 × 10−10 Ω · m) [68] on top of a 10 nm thick adhe-

sion layer of chromium (ρCr = 1.25 × 107,Ω ·m) that is necessary for fabrication.

The chromium layer’s thickness is well below a skin depth, so it is not expected

to significantly contribute to the reflectance or absorptance of the mirrors. De-

creasing (increasing) the pitch of either geometry would stretch (compress) their

transmittance profiles to the right (left). Changing the ratio of the square width

to the pitch, w/p, would change the shape of the filter and move the cutoff fre-

quency. Thus, the design of metal mesh reflectors for FPI mirrors comes down to

optimizing w/p and p/λ for the desired reflectance and bandwidth.
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Figure 3.22: CST transmittance simulations of inductive and capacitive gold
meshes on silicon substrates (εSi = 11.7). The inductive (capaci-
tive) design produces a high-pass (low-pass) filter shape. The geo-
metric mean transmittance is shown in green. For these simulations,
p = 171.29 µm, wcap = w/p = 0.96, wind = w/p = 0.59, and the gold
resistivity is ρAu,1K = 2.2× 10−10 Ω ·m.

3.4.2 Mesh Designs for Wide-Bandwidth Interferometers

As shown in Figure 3.22, the reflectances of inductive and capacitive meshes have

strong frequency dependencies. Since the finesse of a FPI is a function of the

reflectance, the finesse of a FPI based on these filters will also have a strong

dependence on frequency. For wide-band spectrometry, such as EoR-Spec’s pro-
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posed LIM measurements, having a frequency dependent finesse (and thus resolving

power) is not desirable. When the reflectance is too high, the finesse will increase

and mesh absorption will cause a loss of transmitted power. When it is too low,

the spectral resolving power will decrease beyond usefulness.

Ideally, for EoR-Spec, the FPI will have a flat finesse of F ∼ 50 over the octave

210–420 GHz such that the resolving power of both the second and third order

fringes stays constant (with resolving powers of 100 and 150 respectively) across

the band. A finesse of 50 corresponds to a mirror reflectance of R ∼ 94%. It is

impossible to achieve such a reflectance over an octave of bandwidth using either a

pair of inductive mirrors or a pair of capacitive mirrors. However, recall in Section

3.2.1 when we made the simplifying assumption that R1 = R2 = R and defined

F = π
√
R

1−R . If we relax this assumption and say that we have an assymetric FPI

(R1 6= R2), then we can rewrite the finesse such that it is a function of the geometric

mean of the mesh reflectances, F = π 4√R1R2

1−
√
R1R2

. This is not strictly valid because for

such an asymmetric FPI, the relation 1 = T +R+A no longer holds12 and we can

no longer define F as we did in Equation 3.7. Nevertheless, this approximation

provides a rough guide for mesh design which relates the finesse to the geometric

mean of the two mirror reflectances (
√
R1R2). The geometric mean of the inductive

and capacitive mesh reflectances is plotted in Figure 3.22 and for these particular

meshes, provides a flat transmittance between 5% and 6%, corresponding to 95%

and 94% reflectance if the absorptance is negligible.

In addition to simple square inductive and capacitive geometries, we have in-

vestigated the use of other mesh designs for FPI mirrors. For example, a square

inductive mesh loaded with square patches, or loaded with square annuli. Both

12It is true that 1 = Ti+Ri+Ai for both meshes (i = 1, 2) independently, but it is not required
that 1 =

√
T1T2 +

√
R1R2 +

√
A1A2.
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of these designs create resonant features with relatively narrow bandpasses. The

complementary designs, a square annulus, and a loaded square annulus were also

investigated but unsurprisingly also had narrowband features [106]. Addition-

ally, we investigated capacitive square cross meshes and square inductive meshes

loaded with crosses. Among all of these geometries, no configurations with a flat

reflectance of ∼ 95% were found over a wide bandwidth.

Other methods for designing a metal mesh with the requisite reflectance profile

include testing arbitrary patterns within a unit cell of the mesh. Such a process

would typically be prohibitively time consuming and complex but recent studies

have employed machine learning techniques to develop filter designs for a desired

transmittance profile [142, 143]. These methods have shown success for designing

sharp cutoff filters of different types but have yet to be fully explored and applied

to the partially reflective filters required for FPIs.

In order to optimize the inductive and capacitive meshes for use in EoR-Spec,

we first simulate single meshes of both types on silicon, for a variety of w/p ratios.

Figure 3.23 shows the reflectance of many inductive and capacitive meshes as a

function of normalized frequency in the dielectric medium, ω = p/(λ/n). Each

curve corresponds to a single wind and wcap which are defined as the ratios of the

square width to the pitch w/p for inductive and capacitive meshes respectively.

With the reflectance of both types of meshes, we can then compute the geometric

mean reflectance, and look for a combination that is relatively flat over an octave

and about 95% reflective.

The upper panel of Figure 3.24 shows the geometric mean of every combination

of inductive-capacitive meshes that were shown in Figure 3.23. A band between 94

and 96 % reflectance is shown corresponding to finesses of 50 and 77 respectively.
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Figure 3.23: CST reflectance simulations of square inductive and capacitive metal
mesh designs for a variety of linear fill ratios, w/p, plotted as a func-
tion of the normalized dimensionless frequency, ω = p/(λ/n). The
inductive designs are the high-pass filters in blue-green. The capac-
itive designs are the low-pass filters in yellow-red. wind and wcap are
the ratios of the square width to the pitch, w/p, for inductive and
capacitive geometries respectively.

The lower panels show the bandwidth and maximum finesse as a function of wind

and wcap. The bandwidth of each combination is computed as the ratio of highest

and lowest frequencies where the reflectance is above 94% and is shown in the

lower left panel. The lower right panel takes the maximum reflectance of each

combination and plots the corresponding finesse as a function of wind and wcap.

In order to achieve EoR-Spec’s octave of bandwidth with F ≈ 50, we want

to pick a combination of wind and wcap that provides a bandwidth of at least 2

while minimizing the maximum finesse. There is some flexibility in this choice,
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Figure 3.24: Inductive and capacitive mesh optimization using the geometric mean
reflectance. The upper panel plots the geometric mean of every com-
bination of wind and wcap in Figure 3.23 as a function of the dimen-
sionless normalized frequency. A pink band indicates the desired re-
flectance range, 94-96%. The color of each line indicates the band-
width above R = 0.94. The lower panels plot the bandwidth and
maximum finesse of each combination for the entire parameter space.
The reflectance for wind = 0.54 and wcap = 0.97 is highlighted in the
upper panel.

since there are many curves with bandwidth around 2. For example, wind = 0.54

and wcap = 0.97 work reasonably well with a maximum finesse of about 73 and a

bandwidth with R > 0.94% just under 2. This combination of wind and wcap is

highlighted in bold red in the upper panel and the center of its R > 0.94% bandpass

is at a normalized frequency of ω = 0.628. Using ω = p/(λ/n), and placing the

center frequency at 315 GHz, we arrive at the target pitch for these meshes at

p ≈ 175 µm. We could have chosen a combination with a higher bandwidth and

109



lower finesse if we went to higher wind and wcap but we want to avoid very high

values of wcap for fabrication limitations. Below, this mesh design is combined with

an ARC design and the performance of both inductive and capacitive mirrors is

confirmed.

3.4.3 Electromagnetic Simulations of Single FPI Mirrors

After determining the ARC and metal mesh geometries through the parameter

sweeps described above, we build and simulate models of single FPI mirrors. Sim-

ulating the mirrors separately prior to simulating the full FPI is useful for con-

firming the ARC and metal mesh performances and for understanding the mirror

performance in-band and out-of-band.

A model of a single mirror is effectively a model of a simple low or high pass

filter in series with a wide-bandpass filter. However, the ARC and metal meshes

do not necessarily have the same pitch, and so combining the CST models of each

is non-trivial. In order to build a unit cell containing both models, one would

need to either force both designs to use the same pitch, or to construct a model

with a unit cell size equal to the least common multiple of the ARC and mesh

pitches. Forcing the ARC and metal meshes to have the same pitch is, in general,

not an option. As we saw in the previous subsection, the metal mesh pitch is set to

p = 175 µm by the bandwidth optimization of the effective reflectance. Similarly,

as we saw in Figure 3.15, the ARC pitch is constrained to p . 130 µm by the ARC

bandwidth optimization. Instead of forcing the same pitch, if the EM model of

the ARC is sufficiently similar to the homogeneous approximation, a homogeneous

ARC model can be used in place of the metamaterial model. The homogeneous

model, with indices equal to the effective indices of the metamaterial layers, can

110



then use the same pitch as the metal meshes.

Figure 3.25: Screenshots of the single mirror designs in CST including the homo-
geneous approximation for the ARC on the front side of a silicon
substrate (transparent) and metal meshes on the backside. Periodic
boundary conditions are set on the lateral sides of the unit cell. Flo-
quet ports (hidden) are defined in free space some distance away from
both surfaces.

Figure 3.25 shows screenshots of the inductive and capacitive single mirror

models in CST. Note that the Floquet ports (hidden) are located in freespace, some

distance away from the top ARC and metal mesh surfaces. The left most two layers

comprise the homogeneous ARC. The silicon substrate was made transparent in

order to illustrate the metal meshes beyond it.

Figure 3.26 shows the reflectance of these CST models. The mesh resistivity

assumes that of gold at 1 K, (ρAu,1K = 2.2 × 10−10 Ω · m), and the silicon is

assumed to be lossless (Im(εSi) = 0). As expected, the geometric mean of the

inductive and capacitive reflectances is relatively flat between roughly 94 and 96%

within the EoR-Spec band. The reflectance drops most at the band edges, which

is expected given the mesh geometry which had a bandwidth slightly under 2. The

subtle variability within the bandpass is due to Fabry-Perot fringing inside the

silicon substrate and is caused by the imperfect ARC. This variability is strongly
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Figure 3.26: CST reflectance simulations of inductive and capacitive fold meshes
on silicon substrates with double-layer ARCs. The ARC design uses
the geometry specified in Table 3.1. The metal mesh geometries used
correspond to the optimized mesh design from Section 3.4.2. The
green line shows the geometric mean of the mirror reflectance which
can be used as an approximation for the FPI mirror reflectance when
estimating the expected finesse. Slight variations in the bandpass are
due to fringing within the silicon substrate due to the imperfect ARC.

correlated with the thickness of the substrate. The variability and fringing seen

here, where the substrate was assumed to be 600 µm thick (before etching the

ARC layers), will be different from the variability and fringing from a 500 µm

thick substrate. The thickness of the substrate must be chosen carefully. The

performance of these mirrors should be adequate, but one could attempt the same

optimization over wind and wcap as detailed in the previous section for this full

mirror model if the design requires modification.
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3.4.4 Electromagnetic Simulations of Silicon Substrate-

Based FPIs

The simplest silicon based interferometer is a bare silicon wafer with no coatings

whatsoever. A standard silicon wafer is a resonating cavity and constitutes an

etalon. The resonant frequency depends on the wafer thickness, the index of re-

fraction in the wafer, and the angle of incidence (see Equation 3.5). The finesse

is simply a function of the Fresnel reflections at the silicon-vacuum interfaces on

either side of the wafer (see Equation 3.11). With an index nSi = 3.4, we roughly

expect a reflectance of R = 30% corresponding to a low finesse of F = 2.5.13 With

R = 30% at both surfaces, we expect the mean transmittance through the both

surfaces to be T 2 = (1 − R)2 ≈ 50%. Figure 3.27 shows a CST simulation of

the transmittance through a 500 µm thick silicon wafer. The Fabry-Perot fringes

are evident, with the fundamental resonance at fm=1 ≈ 80 GHz. Measuring the

FWHM of the fringes confirms that the finesse is on the order F ∼ 2.5. The mean

transmittance is also as expected, near 50%.

Figure 3.27 also plots the transmittance of a 500 µm thick silicon wafer with

metalized surfaces. In this simulation, an inductive mesh and a capacitive mesh

were placed on either side of the silicon wafer. The mesh geometry is identical to the

one used in the previous section. The two main fringes in the EoR-Spec band give

finesses between 70 and 80, consistent with expectations from the parameter sweep

shown in Figure 3.24. The fringes outside of the EoR-Spec band have significantly

reduced transmittance as expected from the high and low-pass filtering of the

13Note that when defining the FHWM of an Airy function peak, we made the assumption
that F � π/2 in Equation 3.10. Here, with the low reflectance of bare silicon, we have broken
that assumption and so we do not expect the FWHM to perfectly match the expected reflective
finesse.
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Figure 3.27: CST transmittance simulation through a bare and metalized silicon
wafers. The mean transmittance of the blank wafer is ≈ 50% as
expected from the ≈ 30% reflectance at each silicon surface. The
metal mesh geometries used correspond to the optimized mesh design
from Section 3.4.2. As expected, finesses between 70 and 80 are seen
in the two main fringes in the middle of the EoR-Spec band.

inductive and capacitive meshes. This model includes dielectric losses in cryogenic

silicon and metal mesh absorption in the cryogenic gold meshes. Note that the

fringes of metalized silicon etalon do not line up with those of the bare silicon

wafer. This is due to the frequency-dependent phase shift induced by the metal

meshes upon reflections.

We now examine the performance of a full SSB FPI CST model. Figure 3.28

shows a screenshot of the dual SSB mirror FPI model in CST. The mirrors are
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Figure 3.28: Screenshot of a full FPI model in CST including inductive and capac-
itive mirrors with homogeneous ARC. The free-space cavity between
the two mirrors sets the resonant frequencies of the FPI. Periodic
boundary conditions are set on the lateral sides of the unit cell. Flo-
quet ports (hidden) are defined in free space some distance away from
both surfaces.

the same mirrors that were examined in the previous section and in Figure 3.26.

The mirror substrate thickness before etching the two-layer ARC is assumed to be

600 µm. The mirrors are oriented such that their reflective surfaces face each other,

forming the vacuum gap resonance cavity. The spacing between the mirrors is set

such that the second and third order FPI fringes are placed within the EoR-Spec

band.

Figure 3.29 shows the results of this CST simulation for 15 different mirror

separation distances. Changing the mirror separation scans the second and third

order FPI fringes around the EoR-Spec band. By eye, the resolving power of the

fringes appears to stay relatively constant across the EoR-Spec band. The peak

transmittance is markedly better in the middle half of the band. This could be due

in part to the un-even geometric mean reflectance of the mirrors shown in Figure
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Figure 3.29: CST transmittance simulation for the full SSB FPI model, sweeping
over the mirror separation. Absorptance (A = 1 − T − R) is shown
below the transmittance and is limited to a few percent. The param-
eters used in the model are given in Table 3.2. This model assumes
cryogenic gold and silicon.

3.26. Optimizing the mirror substrate thickness and the mesh reflectance to create

a more uniform 95% geometric mean reflectance may help bring power back into

the higher end of the EoR-Spec band. By looking at the simulated reflectance as

well as the transmittance, it is clear that the absorptance (A = 1 − T − R) of

the FPI is limited to a few percent. The absorptance is also greater on the high

frequency side of the band. Assuming an absorptance of 2% and a reflectance of

94%, Equation 3.8 gives a max transmittance of ≈ 44%, which roughly agrees with

the high frequency fringes. The CST model parameters for this SSB FPI model

are given in Table 3.2
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Description Parameter Value
Upper layer target dielectric constant ε1 1.9
Lower layer target dielectric constant ε2 5.82

Substrate dielectric constant εSi 11.7
Upper layer ARC depth d1 167.48 µm
Lower layer ARC depth d2 100.63 µm

Substrate thickness tsi 600 µm
Substrate dielectric loss tangent tan δSi 3× 10−6

Metal mesh pitch p 175 µm
Inductive mesh square width ratio wind 0.54

Capacitive mesh square width ratio wcap 0.97
Metal mesh film thickness tau 100 nm

Metal mesh resistivity ρAu 0.022× 10−8Ω ·m

Table 3.2: SSB FPI CST model parameters which generated the simulation results
shown in Figure 3.29 and 3.30. Note that the ARC depths and widths
are functions of the ARC target dielectric constant.

As EoR-Spec’s FPI is imaged onto its focal plane detector arrays, the resonant

frequency observed at each detector will depend on its radius from the center of

the focal plane. This is because the imaging optics will couple off-axis detectors to

off-axis rays though the FPI. As we saw in Section 3.2.1 (Figure 3.3), off-axis rays

in an FPI are blue-shifted and so off-axis detectors will see slightly blue-shifted

resonances when compared to the central detectors. Therefore, it is important

for us to know how the FPI performs for off-axis illumination. Figure 3.30 shows

the transmittance of the full FPI model as a function of the angle of incidence

for a fixed cavity spacing of 1258 µm. The maximum angle of the off-axis rays

through EoR-Spec’s FPI, determined by the diameter of the diameter of the Lyot

stop which will be defined by the SSB FPI, will be about 27◦/2 = 13.5◦. These

simulations show that off-axis illumination of the silicon metamaterial-based FPI

behaves as expected.
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Figure 3.30: CST transmittance simulation for the full SSB FPI model, sweeping
over angles of incidence for a constant mirror separation of 1258 µm.
The left and right plots zoom in on the second and third order fringes
respectively. As the angle of incidence in increased, the fringes are
blue-shifted, as expected. The fringe heights change with the angle
of incidence as the mirror reflectances vary as a function of frequency
and angle incidence.

3.4.5 Ohmic and Dielectric Losses

Ohmic losses in metal meshes

Metal mesh absorption, which occurs at every bounce within the EoR-Spec FPI

cavity, degrades the amplitude of the fringe as described by Equation 3.8. Ulrich

showed [147] that if the skin depth of a mesh is much less than the thickness of

the mesh, then the fraction power dissipated by a single bounce off a mesh due to
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the mesh surface impedance is approximately given by

A = Rη
√

4πε0fρ, (3.35)

where f is the incident frequency, ρ is the mesh resistivity, and η is a form factor

dependent on the mesh geometry. For inductive meshes η = (1 − w/p)−1 and for

capacitive meshes η = p/w. We see that the absorptance is a slow function of the

frequency. This may explain why we saw the absorptance of the full FPI simulation

increase at the higher frequency side of the EoR-Spec band in figure 3.29. The

resistivity also affects the absorptance since it affects the surface impedance and

skin depth. It is important to note that this model does not include any affects due

to dielectric mesh substrates which could impact the surface currents of the mesh

if the mesh is sufficiently thin. Choosing a material and/or mesh temperature with

a lower resistivity will reduce the absorptance.

We now look at the mirrors examined for the EoR-Spec mirrors in Figure

3.26. For these meshes, we have wind = 0.54, wcap = 0.97, R(315 GHz) = 0.95,

and ρAu,1K = 0.022 × 10−8Ω · m Computing the absorptance for both meshes

gives Aind = 1.8 × 10−4 and Acap = 8.6 × 10−5. With R = 0.95 the finesse will

be roughly 60 and so a photon can be expected to be reflected by both mirrors

about 60 times. Thus the total absorbed power of each mirror will be roughly

60 × (Aind +Acap) ≈ 0.015. This is roughly equivalent to few percent absorption

we saw in Figure 3.29.

To visualize the effects of Ohmic absorption in metal meshes more dramati-

cally, Figure 3.31 shows the transmittance of a fixed silicon etalon FPI tuned for

operation in the terahertz. The etalon has two gold inductive meshes (p = 17 µm,

wind = 0.596) patterned on either side of a 525 µm thick silicon substrate. The

simulation was run using the resistivity of gold at 300 K, 80 K, and 1 K. The

119



2900 2925 2950 2975 3000 3025 3050 3075 3100
Frequency [GHz]

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sm
itt

an
ce

 [-
]

4K Gold 80K Gold 273K Gold

Figure 3.31: CST transmittance simulation of fixed silicon-cavity FPI demonstrat-
ing Ohmic loss by varying the gold mesh resistivity. The gold re-
sistivity used correspond to different mesh temperatures and are
ρAu,273K,SI = 2.193 × 10−8 Ω · m, ρAu,80K,SI = 0.481 × 10−8 Ω · m,
and ρAu,4K,SI = 0.022× 10−8 Ω ·m.

increased loss due to the greater resistivities at warmer temperatures is evident

from the strong amplitude reduction between simulations. Thus, it is important

to choose the mesh material carefully and optimize the cryogenic design around

the FPI to maintain low Ohmic losses.

Dielectric loss in silicon

In EoR-Spec, since the silicon substrates are outside the resonating cavity, dielec-

tric absorption only occurs as the wave enters and exits the cavity. However, for
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a silicon-based cavity such as the one described in Figure 3.27, dielectric absorp-

tion is much more important since resonating beams see a much longer path length

through the silicon. In general, a dielectric with an complex index of refraction will

dissipate power from a wave traveling through it. The complex index of refraction

and dielectric constant of a material can be written as

ñ = n+ iκ

ε̃r = ε′ + iε′′,

(3.36)

and using ε̃r = ñ2, we have

ε′ = n2 − κ2

ε′′ = 2nκ.

(3.37)

Also note that the loss tangent is defined

tan δ =
ε′′

ε′
=

2nκ

n2 − κ2
. (3.38)

For low-loss dielectrics (κ� n), we can approximate

tan δ ≈ δ ≈ 2κ

n
. (3.39)

We now consider a plane wave in this lossy dielectric medium

E(z, t) = E0e
ikz−iωt = E0 exp

[
−ωκ
c
z
]

exp
[
iω
(n
c
z − t

)]
, (3.40)

where we have used k = ωñ/c. We see that the wave is attenuated exponentially

as a function of κ. The time-averaged transmitted power is proportional to the

square of electric field such that

P (z) = P0 exp

(
−2ωκ

c
z

)
= P0 exp(−αz), (3.41)

where α is the attenuation constant. Using ω = 2πc/λn and Equation 3.39, we

can rewrite in terms of κ and δ:

α =
2ωκ

c
=

4πκ

λn
=

2πδ

λ
=

2πnδ

λ0

, (3.42)
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where λ = λ0/n is the wavelength in the medium and λ0 is the wavelength in

free-space. Thus, the intensity attenuation of a wave with free-space wavelength

λ0 traveling through a low-loss dielectric can be written either in terms of δ or κ:

P (z) = P0 exp

(
−4πκ

n2

z

λ0

)
= P0 exp

(
−2πδ

nz

λ0

)
. (3.43)

Recent measurements by collaborator Ed Wollack determined ñ of a high purity

silicon sample between 3 and 30 THz at 300 K and 10 K[157]. Wollack et al

found ñ to be relatively constant below 9 THz at ñ300K = 3.417 + i8.9× 10−5 and

ñ10K = 3.389 + i4.9× 10−6. Using Equation 3.39, these measurements correspond

to δ300K = 5.2 × 10−5 and δ10K = 2.9 × 10−6. Figure 3.32 plots the amplitude

attenuation (Equation 3.43) for both loss tangents as a function of the number of

free-space wavelengths traveled in the medium.

This data is useful for developing a sense for the amount of dielectric loss due to

transmission through silicon. For example, consider the silicon wafer etalon with

metal mesh patterned surfaces described above in Figure 3.27. For this 500 µm

thick etalon with a finesse of ∼ 80 at 300 GHz, the average pathlength in the cavity

of a photon is roughly 80 mm or roughly 80 wavelengths. For room temperature

high-purity silicon, the amount of dielectric attenuation would be about 10% where

as it would be only ∼ 1% with cold silicon. It is important to note that this data

is only true for high purity, high resistivity (30− 40 kΩ · cm) silicon. Lower purity

silicon will have higher loss tangents due to increased charge carrier density and

therefore will have significantly worse absorptance. It is therefore important to

consider and characterize the type of silicon used for our silicon substrate-based

devices at relevant temperatures.
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Figure 3.32: Intensity of a wave traveling through 300 K vs 10 K silicon as a func-
tion of the number of freespace wavelengths traveled in the medium.
Losses are due to dielectric absorption. Loss tangents computed from
ñ measurements in Wollack et al [157].

3.5 Prototype Device Fabrication and Characterization

In this section, we discuss fabrication methods that were developed for creating

SSB FPI mirrors. The fabrication methods for plasma-etched ARCs and litho-

graphically patterned metal meshes are presented, followed by a description of

spectral characterization of early prototype silicon-based devices.
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3.5.1 Deep Reactive Ion Etching for sub-mm ARCs

We use deep reactive ion etching (DRIE) to etch double-layer sub-mm metamate-

rial ARCs on silicon substrates. DRIE is an anisotropic plasma etching technique

used to etch silicon in the microfabrication industry. DRIE tools rely on the Bosch

process [158] which involves iteratively plasma etching fractions of a micron of sil-

icon and then passivating the un-etched sidewalls to protect them during the next

iteration. This process enables etching of high aspect ratio vertical structures in

silicon to depths ranging from hundreds of nanometers to hundreds of microns.

Metamaterial features can be etched into silicon wafers by applying etch masks to

protect surface patterns of the silicon. Our group at Cornell developed a recipe

for single-layer DRIE-based ARCs and published it with spectral measurements in

Gallardo et al [61]. For a single layer ARC, we lithographically pattern an etch

mask comprised of a square grid of photoresist which protects the silicon beneath

it from being etched.

For a double layer ARC, we pattern and stack silicon dioxide and photoresist

etch masks of different lateral dimensions before etching any silicon. The silicon is

first etched once using the top etch mask (photoresist) and then a second time using

the lower etch mask (silicon dioxide). Many challenges arise at various steps of

the recipe, requiring additional steps to be added to improve the final double-layer

geometry. Figure 3.33 outlines each major step of the double-layer recipe.

The recipe begins with depositing and patterning the silicon dioxide etch mask

which defines the upper metamaterial layer geometry. The oxide is deposited

using an Oxford plasma enhanced chemical vapor deposition (PECVD) tool. The

thickness of the oxide etch mask depends on the depth of the ARC layer14. Once

14In a typical DRIE, SiO2 is etched 100 to 150 times slower than silicon.
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PECVD deposit SiO2 
(Oxford PECVD)

Spin, pattern, develop large
square PR mask (ABM)

Etch SiO2 mask (Oxford 82 RIE)

Remove PR mask
(Anatech Asher)

Spin, pattern, develop small
square PR mask (ABM)

Etch small holes into wafer
(Unaxis or Versaline DRIE)

Remove PR mask
(Anatech Asher)

Etch large holes into wafer
(Unaxis or Versaline DRIE)

Oxidize and Strip fences
 (HF Bath)

Figure 3.33: Micro-fabrication recipe for a double-layer metamaterial ARC using
DRIE. SiO2 and a photoresist etch masks are lithographically pat-
terned onto the wafer. DRIE is used to etch the lower metamaterial
layer into silicon through the etch masks. The photoresist mask is
stripped and the SiO2 etch mask is used to etch the upper metama-
terial layer. Note both layers are etched simultaneously at different
rates during the second DRIE etch.

enough oxide is deposited, it is lithographically patterned with the upper layer

geometry and then etched using reactive ion etching to expose the areas where the

silicon will be etched. The lithography steps are performed using an ABM contact

aligner or an ASML stepper, depending on the metamaterial feature sizes. The

ABM is limited to feature sizes of . 1 µm, making it adequate for work generally

below 860 GHz. The ASML is slower, more complex, and more expensive to use

than the ABM but can achieve much smaller resolutions of . 200 nm, making it

suitable for work in the THz. The photoresist is then stripped using an Anatech

oxygen plasma barrel asher and a new layer of photoresist with the lower layer

geometry is patterned, forming a second etch mask. The photoresist thickness also
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depends on the depth of the ARC layer15.

With both etch masks patterned, the lower layer geometry is then etched into

the silicon using either a Unaxis 770 or a PlasmaTherm Versaline DRIE tool.

After etching for a given amount of time, the wafer is removed from the DRIE tool

and the etch depths are measured using a Zygo optical profilometer. The Zygo

profilometer measures the depth of the holes to sub-nm precision and enables a

rough estimation of the DRIE etch rate. By iteratively etching and measuring

the hole depths, it is possible to control the metamaterial layer depth to within a

fraction of a micron. In general, however, we found that both metamaterial layers

etch at different rates and that as the layers become deeper (their aspect ratio

grows), their etch rates slow down. Characterizing the etch rates of both layers is

therefore key to successfully fabricating both metamaterial layers with their proper

depths.

After the lower layer is etched into the silicon, the photoresist etch mask is

removed using an Anatech oxygen plasma asher. With only the upper layer SiO2

etch mask remaining, the wafer is returned to the DRIE tool and both layers are

simultaneously etched by the plasma at different rates. The target ARC layer

depths are achieved by once again iteratively etching and measuring the layer

depths using the profilometer. The oxide etch mask is then removed from the

double-layer metamaterial coating using a buffered oxide etch of hydrofluoric acid.
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Figure 3.34: SEM image of first DRIE-based double-layer metamaterial ARC. This
pillar-geometry design was optimized for operation around 860 GHz.
Note the flat upper and middle surfaces. The lower surface in the
trenches is obscured. Also note the small and likely negligible “fence”-
like upward spikes on the shoulder of the middle layer above the
trenches. Image taken with a Zeiss Ultra SEM.

3.5.2 DRIE ARC Characterization

Figure 3.34 shows a scanning electron microscope (SEM) image of our first double-

layer DRIE-based metamaterial coating. This sample used the pillar metamaterial

geometry and was designed for applications in the 860 GHz band. The resulting

structure has vertical sidewalls and flat lateral geometries. However, note the

small spike like features pointing up at the boundary between the upper and lower

metamaterial layers. We called these features “fences”. Although small and likely

negligible in this sample, we later found fences to be a common and sometimes

15In a typical DRIE, photoresist is etched as little as 50 times slower than silicon.
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much larger concern, especially for higher frequency applications where they take

up more of the silicon fill fraction.

Figure 3.35: Zygo profilometer data of the first DRIE-based double-layer meta-
material ARC. The depth and flatness of each layer is evident. The
top and middle level appear relatively flat while the lower layer is
significantly higher in the middle of the trenches than at the trench
intersections.

Figure 3.35 shows depth data from a Zygo profilometer the same double-layer

metamaterial coating as in the SEM image. Notice that the top and middle surfaces

are relatively flat but the lower layer is deepest at the intersection of trenches, and

a few microns shallower in the middle of the trenches. This behavior was found to

be common for high-aspect ratio features such as narrow trenches and so, we prefer

to fabricate metamaterials with the hole geometry where the aspect ratio of the

lower layer features is reduced. Notice also that the two layers were misaligned.

This was due to user error during lithography. Misalignment of this order between
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layers is not expected to affect the metamaterial performance except in polarization

for far off-axis beams. We note that the fence is not visible in this data because

on this sample, it was too thin and too steep to be measured by the profilometer.

Figure 3.36: SEM cross-section image of a DRIE-based double-layer metamaterial
ARC. This hole-based metamaterial geometry was designed for oper-
ation in the millimeter. Note the thick fences, sloped sidewalls, and
micro-pitting and micro-grass on the lower layer sidewalls and floor.

After fabricating, the first double-layer prototype, the challenge remained to

characterize the etch rates in order to produce accurately tuned layer depths.

Multiple issues with the recipe were discovered while addressing this challenge.

Figure 3.36 shows a cross-section SEM image of one of the worst-case results of

the recipe. In this two-layer hole-geometry metamaterial coating, we see a number

of complications. First, the fence is much worse in sample, with a height of about

half the upper layer depth and a base width of almost half the upper layer wall

width. Additionally, the upper and lower layer walls are significantly sloped. The
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lower layer walls also have micro-pitting rather than a smooth surface. The bottom

surface is covered with small “grass”-like spikes.

A large number of fabrication factors could have influenced all of these un-

wanted features. Potential causes of these features include, but are not limited

to: (1) incomplete RIE etching of the SiO2 etch mask, leaving residual micro

masks which could generate grass, (2) sloped edges on both etch masks which

could generate sloped sidewalls, (3) photoresist hardening during plasma etching

which could leave residual material post-ashing which could cause micropitting

and fences, and/or (4) the DRIE sidewall passivation build-up during the first

DRIE etch could impact the second DRIE etch, leaving the fence. Many potential

solutions were explored by multiple students in our group over the past few years

including using different etchers and various pre- and post-etching cleaning steps.

Recently, fellow Applied Physics graduate student Bugao Zou developed a mod-

ified recipe of insuring clean sidewalls and minimal fences. In short, his method

counteracts the potential causes by introducing aggressive post-etch clean cycles16,

and using multiple shorter etches to improve substrate cooling. Figure 3.37 shows

the result of this method. Note that the sidewalls are still sloped, but they are

clean and sloped consistently. EM simulations can be used to optimize the layer

depths for the consistent wall taper angle. We are continuing to optimize the recipe

to achieve the target layer depths within a few percent.
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Figure 3.37: SEM cross-section of a DRIE-based double-layer metamaterial ARC.
This hole-based metamaterial geometry was designed for operation
between 88 and 112 µm. Note the lack of fences, clean lateral and
vertical surfaces, and slightly sloped sidewalls.

3.5.3 Metal Mesh Fabrication

We fabricate metal mesh filters using standard evaporation and lift-off lithography

techniques. Figure 3.38 illustrates the recipe. Negative lift-off resist (AZ nLOF

2020) is exposed with the mesh pattern using an ABM contact aligner and then

developed. Since we use negative photoresist, the unexposed resist regions are

removed with developer, leaving a slight undercut in the resist sidewall. The

patterned resist is descummed using an Anatech oxygen plasma barrel asher to

clean the silicon surface and improve the undercut. Next, 10 nm of a chromium

adhesion layer and 100 nm of gold are evaporated onto the patterned wafer using

16The post etch geometry can be cleaned by oxidizing the exposed silicon surfaces and stripping
away the outer layer with a buffered oxide hydrofluoric acid bath.
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Figure 3.38: Micro-fabrication recipe for a gold metal meshes using negative lift-
off (nLOF). nLOF photoresist is lithographically patterned with the
inverse mesh design and then descummed in an oxygen plasma asher.
A thin 10 nm chromium adhesion layer is evaporated before evapo-
rating 100 nm of gold. The nLOF resist is then removed leaving the
patterned mesh.

a CHA evaporator. Due to the undercut sidewalls of the negative photoresist, the

gold film is discontinuous between the top of the silicon and the top of the resist.

The wafer is then placed in a bath of Microposit 1165 remover and left for 24 hours

or until the photoresist is fully released. After rinsing and drying, the patterned

metal mesh is microscopically examined for uniformity and correct dimensions.

Using contact lithography, feature sizes of . 1 µm can be achieved. Using stepper

lithography, feature sizes of . 0.2 µm can be achieved.

This recipe was found to work well for capacitive style meshes, where the lift-off

material consisted of a continuous sheet of negative resist. However, for inductive

style meshes, where the removed material consisted of many patches of negative

resist, it was sometimes found that a significant fraction of resist patches were

left scattered and partially removed. We found that using a heated bath of the

Microposit 1165 remover was generally able to solve this issue. Figure 3.39 shows
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Figure 3.39: Microscope photos of capacitive (left) and inductive (gold) meshes
deposited on silicon using negative lift-off. The silicon substrate is
apparent as the brown material underneath the gold meshes. The
gold is 100 nm thick and is on top of a 10 nm chromium adhesion
layer. The pitch of both meshes is approximately 171 µm.

microscope photos of inductive and capacitive metal meshes designed for operation

around 315 GHz with a pitch of 171 µm.

3.5.4 Early Device Measurements

Post-fabrication spectral characterization of our SSB devices is an extremely im-

portant feedback mechanism for fabrication and modeling development. In this

subsection, we present some Fourier transform spectrometer (FTS) measurements

of early prototype devices. Further measurements will be necessary with cryogenic

testbeds as the fabrication develops and higher quality samples with high-purity

silicon are made to more closely match the target ARC geometries (i.e. hole widths

and depths).

Figure 3.40 shows FTS transmittance measurements of a mm-wave, silicon-

cavity fixed-FPI with inductive and capacitive gold metal meshes on either side.
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Figure 3.40: FTS measurements of a room temperature mm-wave silicon-cavity
fixed-FPI. The ∼ 500 µm thick substrate has an inductive and a
capcitive gold mesh on either side. Transmittance is expected to be
low for this device at room temperature due to losses in the silicon and
the gold meshes. The data is shown in blue and has been apodized
with a triangle window function. Lorentzian fits are overploted for
each fringe. The finesse of each fit is approximately 55 as expected
from the mesh design.

The blue line shows FTS data of the room temperature sample which has been

apodized using a triangular window function. The shoulders of the fringes were fit

to Lorentzian profiles17 as shown by the colored lines. For this ∼ 500µm thick piece

of silicon, the fringes are at their expected frequencies. The width of the Lorentzian

fits suggests a finesse of F ∼ 55 for all three fringes, which roughly matches expec-

tations given the mesh designs. The transmittance peaks are low between 5 and

17The center data points were excluded from the fit on the basis that the FTS is unable to
resolve the narrowest part of the Lorentzian
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10%. Many factors could have contributed to the low transmittance. Absorption

of silicon and gold at room temperature is significant. Cryogenic measurements

of this device would hopefully yield much higher fringe peaks. The uncollimated

optics of the FTS beam through the FPI is can also significantly reduce the fringe

height by smearing the beam via walk-off. Nonetheless, this early measurement

indicates that our fabrication methods are on track to produce working cryogenic

mirrors.

Figure 3.41 shows cryogenic FTS transmittance measurements of sub-mm

silicon-cavity fixed-FPI. This device was designed for operation near 3 THz and

was cooled to about 18 K using a liquid helium cryostat. Inductive meshes on both

side, give the overall transmittance a high-pass filter shape. The data is shown

in orange and has been convolved with a Happ-Genzel window function18. Water

lines are evident by the large spikes and noise in the data. A CST EM simula-

tion using the 4 K resistivity of gold is overplotted in blue. The simulation was

apodized with the same window function as the data. The unapodized simulation

had fringe peaks between 80 and 90 %. The data and the model agree remarkably

well on the fringe widths and heights. The substrate thickness used in the model

was chosen to match the data and is set to 517.5 µm. The silicon wafer used for

this measurement was a 525 µm thick, high resistivity (> 10, 000 Ω · cm) wafer.

The discrepancy between the CST and actual wafer thickness could be explained

by percent-level deviations in the substrate index of refraction. The discrepancy

can also be due to thickness variation in the substrate which should be > 10µm,

for this wafer. The mesh geometry used in the CST model was chosen to match

microscope measurements of the metal mesh with p = 17.1 µm and wind = 0.577.

18The Happ-Genzel window function is also known as a Hamming window.
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Figure 3.41: FTS measurements of a 18 K sub-mm silicon-cavity fixed-FPI. The
525 µm thick substrate has a pair of inductive gold meshes on either
side of the silicon cavity. The FTS data has been apodized with
a Happ-Genzel window function and is shown in orange. A CST
EM simulation is overplotted in blue, uses the 4K resistivity of gold
and is apodized with the same Happ-Genzel window to assist with
comparison. The substrate thickness of CST simulation is 517.5 µm.
The nominal thickness of this wafer was advertised to be 525 µm.

3.6 Future Paths

3.6.1 Next Steps Towards EoR-Spec

Many of the critical components required for testing and fielding EoR-Spec are

well into development. In this subsection, we will briefly discuss the state and

outlooks for cryogenic testbeds for small-scale SSB devices and for the full EoR-
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Spec instrument module.

The spectral measurements described in the previous section were taken us-

ing two different FTSs for the mm-wave and sub-mm bands. Both FTSs can be

equipped with cryogenic sample dewars to test SSB samples in low-loss conditions.

These testbeds will continue to be useful for rapid testing of small-scale SSB ARC

and mirror samples as they are fabricated. We are also developing a new cryogenic

testbed that will feed the FPI samples with a more well-collimated beam than the

FTSs can currently achieve. The new testbed will be equipped with a heritage19

room-temperature, free-standing metal mesh, scanning FPI which will be used to

survey the fringes of a liquid helium cooled SSB FPI. We have blackbody ther-

mal sources, an arc lamp, and a 290 GHz laser that can each be coupled through

collimating optics and the FPIs to a liquid helium bolometer. The 290 GHz laser

and a room temperature mm-wave detector array will be used to parallelize the

SSB mirrors. The liquid helium bolometer and broad band sources will provide

spectral measurements across EoR-Spec’s band and will be used to characterize

the performance of the SSB mirrors. These results will feedback to fabrication as

the final EoR-Spec mirrors are finalized.

With full-size (6 inch diameter) FPI mirrors, EoR-Spec will be ready for full in-

strument module testing. The sources, FTSs, and room temperature free-standing

metal mesh FPIs will be used to test the full-scale FPI mirrors. Once the EoR-

Spec MKID detectors are also ready, the FPI will be implemented into the module

and tested in its scanning configuration. The separation between the SSB mir-

rors will be driven by cryogenic stepper motors and measured using capacitive

sensors. Using heavily filtered beams from the previously mentioned sources, the

19We plan to use the low order FPI (LOFPI) from the South Pole Imaging FPI (SPIFI) [20]
with existing mm-wave wire grids.
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MKIDs beams will be confirmed and the scanning SSB FPI performance will be

characterized in preparation for deployment on FYST.

3.6.2 Prospects for Future Silicon-based sub-mm Devices

The ability to pattern arbitrarily shaped metal meshes and etch metamaterial

ARCs enables many sub-mm applications. Both broad and narrow band filters

are extremely useful for sub-mm instrumentation. Low and high-pass filters are

useful for broadband detector arrays where spectral shaping is important. Narrow

bandpass filters are useful for order-sorting in spectrometer-based applications. In

this subsection, we talk about a few device designs that the author explored via

CST simulations for these types of applications.

Low and high pass filters

A single inductive or capacitive SSB mirror effectively constitutes a wideband high

or low pass filter. Tuning the shape of the mesh designs to provide sharper cutoffs

can enable band defining filtration. Placing multiple SSB filters in series (with the

surfaces tilted in order to avoid FPI resonances) could generate wideband band-

pass shapes. Peter Ade’s group at Cardiff generates such filters using thin dielectric

sheets [4] which are used throughout mm-wave and sub-mm instrumentation. SSB

versions of these filters should incur lower dielectric losses and using the negative

lift-off techniques described above, are relatively easy to make in University clean-

rooms. The challenge remains the fabrication of ARCs on the silicon substrate. A

single layer ARC which has been well demonstrated [61] can satisfy a large fraction

of applications. Recent work by collaborators who were at the University of Michi-
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gan made a reflective-absorptive IR-blocking (low-pass) filter [107]. This device

used a pair of silicon wafers with single layer metamaterial ARCs and capacitive

meshes to sandwich an IR absorbing powder. Single ARC-metal-mesh filters can

therefore be used in a variety of broadband applications.

Narrow bandpass filters

By using mesh designs other than simple inductive and capacitive grids, single

substrate filters can also be used as narrow bandpass filters. As described in

Section 3.4.2, adding additional features to inductive and capacitive meshes tends

to add narrowband resonant features. For example, loading an inductive mesh with

a small capacitive patch (imagine the Target logo), or turning the square capacitive

mesh into and array of capacitive pluses. The narrow bandpass filters that these

designs produce can be used as band defining filters for detectors. They can also

be used as order-sorting filters in spectrometers, which need low resolving power

fixed filters to help reject unwanted spectrometer lines. These single substrate

filters would need an ARC, but a single layer metamaterial is likely sufficient for

such narrowband filters.

Fixed silicon cavity FPIs (very narrow bandpass filters)

It is also possible to create even narrower bandpass filters by creating a fixed-

length silicon-cavity FPI with metal meshes on either side. Such a design does

not require an ARC. These resonant cavities can be used as fixed narrow line

filters which can be used as calibration etalons or order sorters for spectrometer

applications. The robust silicon cavity and relatively simple lift-off metal mesh

fabrication makes these devices easy to manufacture and use. The catch, however,
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is that high-purity silicon must be used because the average path length through

the etalon will be much greater than a single SSB mirror and is therefore much

more susceptible to absorption.

Silicon-substrate Bragg mirrors

A Bragg mirror is purely dielectric and needs no metal meshes. The reflector is

comprised of alternating quarter-wave layers of high (silicon) and low (vacuum)

index of refraction materials. The number of alternating layers determines the

peak reflectance. The reflective bandwidth of a Bragg mirror is limited to an

octave of bandwidth (and harmonics of that octave). Outside the reflective octave,

the mirror performance is highly variable (i.e. it is not purely transmissive). A

prototypes of such a device has been fabricated by a group at SRON and has been

shown to work reasonably well near 1 THz [152]. The benefit of dielectric-only

mirrors is the lack of Ohmic losses from metal mesh reflectors. The downside is

that Bragg reflectors tend towards high reflectances very quickly and so are more

difficult to tune for lower finesses which require R ∼ 95%. Further, tuning the

precise substrate thicknesses and vacuum gaps is challenging and requires careful

characterization. The reflectivity of a Bragg mirror is a function of the number

of alternatingly indexed layers and the contrast between the layer indices. One

could imagine tuning the contrast of the layers by etching through the silicon

layers, making it an artificial dielectric with an index of refraction closer to that

of vacuum. Silicon Bragg mirrors remain a viable mirror technology that merits

continued investigation.
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Silicon-substrate virtually imaged phased arrays

A related application to that of a fixed silicon cavity FPI is a virtually imaged

phased array (VIPA). A VIPA uses multi-beam interference (like a FPI) to an-

gularly disperse different wavelengths (like a prism or grating). A silicon-based

VIPA is composed of a thick (∼ 10 mm) silicon block. Aside from an entrance slit,

the first surface of the VIPA is coated with a 100% reflective film such as gold.

The second surface is coated with a partially transmissive metal mesh. An off-axis

cylindrically diverging beam20 is input through the entrance slit. The diverging

beam then bounces around the cavity as it is partially transmitted out through the

second surface. The output beam behaves as if a phased array of sources existed

behind the first surface of the cavity. Due to interference from the virtually phased

array, the output beam will be collimated and it’s exit angle will be frequency de-

pendent. Due to only needing metal mesh deposition, a silicon VIPA should be

relatively simple to fabricate. The product would be a compact, high resolution

spectrometer. We are currently working on fabricating a prototype silicon-based

VIPA at CNF using our metal mesh fabrication techniques.

3.7 Conclusion

In this chapter, we discussed the design and status of silicon substrate-based tech-

nologies for EoR-Spec’s high-throughput, wide bandwidth mm-wave FPI. We de-

scribed the design of the EoR-Spec module in the context of Prime-Cam, FYST,

and the CCAT-prime Collaboration’s science goals. We presented models for FPIs,

ARCs, and metal meshes, which gave us a nominal design for the EoR-Spec FPI.

20In one axis, the beam is collimated, in the other, it is diverging
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We improved the nominal design by optimizing design parameters with EM sim-

ulations. We demonstrated our fabrication recipes and capabilities and discussed

early spectral characterization. The next steps towards deploying EoR-Spec are to

characterize FPI mirrors with high-precision double-layer metamaterial ARCs and

then couple a scanning SSB FPI to detector arrays for module characterization.

With the development of the silicon models and fabrications methods presented

here, many new silicon-substrate applications are within reach for mm-wave and

sub-mm instrumentation and spectrometry.
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CHAPTER 4

TRANSITION EDGE SENSORS FOR SIMONS OBSERVATORY

In this chapter, we present aspects of the detector development for the Simons

Observatory1 (SO). Section 4.1, provides a brief overview of SO’s telescopes and

science goals. Section 4.2 describes the pixel and detector design and reviews the

relevant theory to help guide our design and measurement processes. Multiple

characterization methods and analyses that were used to optimize the SO sin-

gle pixel designs are discussed in Section 4.3. Section 4.4 concludes the chapter

with a brief discussion on the impacts of these measurements on SO and other

collaborations.

4.1 Simons Observatory

SO is a suite of millimeter wave telescopes designed to map the polarization of the

CMB. Multiple small aperture telescopes (SATs: ∼ 0.5 m) and one large aperture

telescope2 (LAT: ∼ 6 m) will comprise the Observatory [56, 83, 160]. The SATs

will have a diffraction limited beam size roughly 12 times larger than the LAT.

The telescopes are currently being developed, built, and tested off-site but will be

installed at 5190 m in the Atacama Desert in northern Chile for first light in 2022.

The observatory will share the same plateau on Cerro Toco as ACT (Section 2.1),

CLASS, and the Simons Array, and is in the vicinity of ALMA and CCAT-prime

(Section 3.1). The telescopes will be outfitted with cryogenic receivers containing

many tens of thousands of TESs in six frequency bands. Figure 4.1 shows 3D

renderings of the telescopes and receivers.

1https://simonsobservatory.org/
2The LAT design is nearly identical to CCAT-prime’s FYST. Since SO does not plan to

observe in the sub-millimeter, the LAT has lower surface quality mirrors than FYST.
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Figure 4.1: Renderings of the LAT (upper left), SAT-platform (SATp, upper
right), LAT-receiver (LATR, lower left), and SAT (lower right). The
cross-section of the LATR shows the optics modules and cryogenics.
The LATR is also shown inside the LAT, in its upper right corner.
The SATp is shown with a stationary and co-moving ground screen.
A cross-section shows the mirror-less SAT, it’s cryogenics, optics, and
focal plane.

The combination of the dry site and the capability to measure multiple angular

scales with two types of telescopes will enable many science goals using the same

detector array technologies [3, 30]. At small angular scales, the LAT will probe

both the primary and secondary anisotropies of the CMB including gravitational

lensing and the SZ effects. At large angular scales, the SATs will map the CMB

polarization signal on scales corresponding to the expected B-mode polarization

imprint from primordial gravitational waves. Through these observations, SO will

improve constraints on cosmological parameters, probe the sum of the neutrino

masses, detect high-redshift galaxy clusters, use gravitational lensing to charac-

terize the distribution of dark matter, and constrain the tensor to scalar ratio,
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r.

In order to achieve its broad science goals, SO will deploy ∼ 70, 000 polarization

sensitive AlMn TES bolometers in six frequency bands spanning 30 – 290 GHz. The

number of detectors is almost an order of magnitude greater than has been deployed

on a CMB instrument. Three dichroic, polarization-sensitive pixel designs will be

used for the low-frequency (LF 30/40 GHz), mid-frequency (MF 90/150 GHz),

and ultra-high-frequency (UHF 230/290 GHz) arrays. The LF arrays are being

fabricated at the University of California at Berkeley (UCB) and will be optically

coupled via sinuous antennas and silicon lenslets. The MF and UHF arrays are

being fabricated at the National Institute of Standards and Technology at Boulder

(NIST) and will be optically coupled via orthomode transducer antennas and gold-

plated aluminum feedhorns. Figure 4.2 illustrates early prototype detector arrays

and single pixels for all three bands.

LF: 222 TESs (27/39 GHz) MF: 1756 TESs (90/150 GHz) UHF: 1756 TESs (220/280 GHz)

Figure 4.2: Photographs of early SO arrays (upper) and single pixels (lower). Each
array is dichroic and polarization sensitive. Large-format hexagonal
arrays enabling close array-packing on the focal plane, maximizing the
number of detectors.
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All detector arrays will be fabricated on large 150 mm diameter silicon wafers.

Each pixel in the dichroic arrays will contain four TESs, two for each polarization

and two for each frequency. All three types of detector arrays will utilize a com-

mon packaging called a universal focal-plane module (UFM) [69]. In each UFM, a

detector array will be integrated with their feedhorns, and microwave-squid mul-

tiplexer (µMUX) [44] readout components. The UFM design enables high-density

hex-packing of arrays to fill the focal plane with as many detectors as possible.

The UFMs are designed to provide a common detector array package for the

LAT and SAT. This requires the detector arrays to be optimized for the observ-

ing conditions of both telescopes. This includes considering the different photon

loadings of the telescopes, their beam shapes, and how they will operate during

observations. Many detector parameters must be optimized including saturation

powers, time constants, noise performance, polarization efficiency, and bandpasses.

Here, we focus on saturation powers, time constants, and complex impedance TES

measurements.

4.2 Transition Edge Sensor Design Overview

The deployment of SO’s ∼ 70, 000 detectors will require production-scale fabri-

cation and testing of detectors and readout components. It is therefore critical

to optimize the detector designs before large-scale production begins. This is ac-

complished by characterizing many prototype “single pixels” with varying TES

designs.
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4.2.1 TES Pixel Design

Incident radiation from the sky is focused by the telescope into the cryogenic

receiver where it is then filtered and re-imaged onto the ∼ 100 mK focal plane. The

microwave radiation is then accepted by either a gold-plated aluminum feedhorn

(MF and UHF arrays) or an AR coated silicon lenslet (LF arrays), and deposited

onto a pixel with complex superconducting microwave circuitry.

Orthomode Transducer

Stub filter diplexer

180o Hybrid tee

Relieved AlMn TESs

High-density trace buses

Figure 4.3: Photograph of a SO MF 90/150 GHz single pixel used for prototype
TES characterization. The microwave structures which take radiation
from the feedhorn to the TESs and readout are labeled.

Figure 4.3 shows a labeled SO MF single pixel. The design and fabrication

of the NIST-style SO detectors is very similar to the AdvACT arrays, which

are described in Duff et al (2016) [48]. Radiation from the horn is coupled to

the polarization-sensitive plus-shaped orthomode transducer antenna (OMT). The

OMT resides on a suspended nitride film which sits between a choke-coupled feed-

horn and a quarter-wave backshort that optimizes the antenna efficiency [102].
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The radiation is then transmitted via microstrip to on-chip diplexing stub-filters

which define the TES bandpasses. Each band is then sent to a hybrid-tee which

combines the signals from opposite OMT fins. The sum port of the hybrid-tee is

terminated on the silicon chip while the difference port is sent on to the TES. This

preserves polarization purity by selecting the 11 mode of the waveguide, at the cost

of power3. The difference port of the hybrid-tee is terminated in a lossy meander

on the TES bolometer island. All four TESs on the pixel are then connected to

wire busses at perimeter of the detector which route the TESs to remainder of the

TES circuit described below. The LF pixels from UCB follow a very similar pixel

architecture except they use a sinuous antenna instead of an OMT and hybrid-tee

[138, 156].

4.2.2 TES Model

Our TES bolometers are electrothermal devices. During operation, they are elec-

trically biased onto the superconducting transition. Their resistance is a function

of the bolometer temperature and the current through the TES. Therefore, they

effectively behave as a very sensitive transducer. The bias circuit is designed such

that the TES is approximately voltage biased. This gives rise to negative elec-

trothermal feedback. For example, as incident radiation raises the temperature

and resistance of the TES, the Joule heating bias power (Pbias = V 2/RTES) de-

creases. This negative feedback maintains the TES on its transition, enabling its

operation under a varying optical load.

Figure 4.4 (left) illustrates the single-body electrothermal model of a TES. In

3For an instrument that doesn’t intend to measure polarization, such as EoR-spec, maximizing
the number of photons absorbed by the detector is paramount to overall instrument sensitivity
and mapping speed, and so a hybrid-tee would not be used.
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the model, the TES resides on a thermal island with total heat capacity C and

temperature T . Multi-body thermal models for the TES have been developed

in the literature [35, 63, 96] but for our purposes, the simpler single-body model

suffices. The island is weakly connected to the bath temperature Tbath via a ther-

mal conductance G. Radiation that is terminated on the bolometer island with

power Pγ raises the temperature of the bolometer and thus the resistance of the

TES, RTES. The TES bias circuit is also shown in the model. A bias current

Ibias is applied through the circuit consisting of the parallel combination of the

TES resistance and a shunt resistor, where Rsh � RTES. This voltage-biases the

TES with Vbias = IbiasRsh. The TES branch of the bias circuit is inductively cou-

pled to a superconducting quantum interference device (SQUID) readout system.

The author’s different collaborations are using different SQUID-based multiplexed

readout systems which are described in more detail in [71, 72]. The SQUID readout

measures the change in current through the TES branch of the bias circuit.

Figure 4.4 (right) shows a microscope photo of an SO 150 GHz TES bolometer

island fabricated at NIST. Details on the fabrication can be found in Duff et al

(2016) [48]. The TES is suspended on a thin nitride film via four “legs” whose

width and length control the thermal conductance G to the bath [84, 135]. The

black areas surrounding the island are “open-to-below”, isolating the bolometer

island from the bath except at the legs. On the island, a U-shaped gold meander

is used to terminate radiation from the pixel’s antenna, transforming it into heat on

the island. The thin rectangle in the middle of the island is the AlMn TES, which is

coupled to the bias circuit via niobium traces that go through one of the bolometer

legs. The rest of the island (pink area) is PdAu and AlMn which comprise the

thermal ballast of the suspended island. The PdAu and AlMn volumes are adjusted

to tune the total heat capacity C of the island (Section 4.3.5). The intrinsic time
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Figure 4.4: Left : Illustration of the coupled electrothermal TES system. A single-
body thermal model is assumed. The bias circuit is shown along with
an inductively-coupled SQUID for probing the current through the
TES. Right : Microscope photograph of a prototype SO 150 GHz TES
bolometer fabricated at NIST. Four legs support the floating island
and define G. The pink thermal ballast comprised of AlMn and PdAu
define C.The meandering line in the lower portion of the island is the
resistive termination from the waveguide. The AlMn TES is the white
rectangle in the middle of the island.

constant (in the absence of electrothermal feedback, Pbias = 0) of the bolometer is

therefore driven by the geometry of the legs and the volume of the thermal ballast

of the bolometer island, τnat ≡ C/G.

Using the model presented above, we now develop a formalism for understand-

ing the TES behavior in response to small changes in the photon loading and bias

current. As an electrothermal system, the response of a TES can be described

by two coupled differential equations. A detailed derivation is presented in Ir-

win & Hilton’s chapter, Transition-Edge Sensors [78]. Here, we follow portions

of their derivation, highlighting the equations that are most relevant to the TES

measurements presented in Section 4.3.
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The total power flowing into the TES can be written:

PTES = Pbias + Pγ − Pbath, (4.1)

where Pbias and Pγ are the bias and optical powers defined above and Pbath repre-

sents the power flowing from the TES to the bath. Pbath which is well described

by a power law [100]:

Pbath(T ) = k(T n − T nbath), (4.2)

where T is the temperature of the TES, n is the power law index and k is the

coefficient of thermal conduction. We define the saturation power as the power

flowing to the bath when the TES is at its critical temperature Tc such that

Psat ≡ Pbath(Tc) = k(T nc − T nbath). (4.3)

Note that Psat is a function of the bath temperature and that lower bath tem-

peratures mean higher saturation powers. From this, we also define the thermal

conductance of the bolometer,

G ≡ dPbath

dT
= nkT n−1. (4.4)

During operation, when the TES is biased onto it’s transition, we can make the

approximation that T ≈ Tc since the transition is narrow4. These equations are

useful for characterizing the saturation power and thermal conductance of a TES

(Section 4.3.2).

The electrical and thermal differential equations of the TES are written as

L
dITES

dt
= Vbias − ITESRsh − ITESRTES(T, ITES) (4.5)

4The superconducting transition width is O(1%) of the critical temperature, as is shown in
Section 4.3.1 and Figure 4.7.
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and

C
dT

dt
= PTES = Pbias + Pγ − Pbath, (4.6)

where the TES resistance RTES is a function of the TES temperature, T , and the

current flowing through the TES, ITES.

We assume small signals and Taylor expand each of the terms around their

steady state values (R0, T0, I0) to first order. As such, the power to the bath can

be expanded

Pbath ≈ Pbath0 +
dPbath

dT
δT = Pbias0 + Pγ0 +GδT, (4.7)

where Pbias0 = I2
0R0 is the stead state bias power, Pγ0 is the steady state optical

power, and δT ≡ T −T0. Similarly, the resistance can be expanded to first order:

RTES(T, ITES) ≈ R0 +
∂R

∂T

∣∣∣∣
I0

δT +
∂R

∂I

∣∣∣∣
T0

δI = R0 + α
R0

T0

δT + β
R0

I0

δI, (4.8)

where δI ≡ ITES−I0 and we have defined the logarithmic temperature and current

sensitivities, α ≡ ∂ logR
∂ log T

∣∣∣
I0

and β ≡ ∂ logR
∂ log I

∣∣∣
T0

, respectively. We can further expand

the bias power to first order

Pbias = I2
TESRTES(T, ITES) ≈ Pbias0 + 2I0R0δI + α

Pbias0

T0

δT + β
Pbias0

I0

δI. (4.9)

We also define the constant current loop gain

LI =
Pbias0α

GT0

. (4.10)

We now rewrite the governing differential equations (Eqs 4.5 and 4.6) and insert

the expanded approximations. The DC terms cancel and second order terms are

dropped such that

L
dδI

dt
= −[Rsh +R0(1 + β)]δI − LG

I0

δT + δV (4.11)
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C
dδT

dt
= I0R0(2 + β)δI −G(1−L )δT + δP, (4.12)

where δP ≡ Pγ − Pγ0 and δV ≡ Vbias − V0 represent small changes in the optical

load and bias voltage respectively.

Consider extreme cases for these equations. In the limit of δV = 0 (con-

stant voltage bias) and L → 0 (small α or Pbias), then the current equation

is easily integrable and gives an exponential decay with electrical time constant

τel = L/[Rsh +R0(1 + β)]. Similarly, in the limit of δI = 0 (constant current bias)

and δP → 0 (small changes in the optical signals), then the thermal equation is eas-

ily integrable and gives the current-biased thermal time constant τI = τnat/(1−L ).

We now follow Lindeman et al (2004) [94], writing the coupled differential

equations in matrix format and taking their Fourier transform [51] to analyze the

electrothermal system in frequency-space:
[

1

τel

+ iω

]
L

LG

I0

−I0R0(2 + β)

[
1−L

τnat

+ iω

]
C



Iω

Tω

 =


Vω

Pω

 . (4.13)

Alternatively, we can write this as

M

Iω
Tω

 =

Vω
Pω

 , (4.14)

such that we can solve for the TES current and temperature as functions of small

voltage and power inputs withIω
Tω

 = M−1

Vω
Pω

 . (4.15)

The matrix M is often referred to as the generalized responsivity matrix because

it describes the current and temperature responses to voltage and power inputs
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[78]. In the time domain, the eigenvalues and eigenvectors of M can be used

to diagonalize the matrix and find its homogeneous solution which is the sum of

two decaying exponentials. The eigenvalues represent the time constants of the

exponentials, corresponding to the “rise” and “fall” times after a delta-function

impulse. Irwin & Hilton [78] provides a detailed time domain derivation but we

skip to the result. In the small inductance limit, the rise time corresponds to τel

and the fall time corresponds to an effective thermal time constant

τeff = τnat
1 + β +Rsh/R0

1 + β +Rsh/R0 + (1−Rsh/R0)L
, (4.16)

which is often rewritten as

f3dB,eff =
1

2πτeff

= f3dB,nat

(
1 +

(1−Rsh/R0)L

1 + β +Rsh/R0

)
, (4.17)

where f3dB,nat = 1/2πτnat = G/2πC. When Rsh/R0 � 1, this reduces to

f3dB,eff = f3dB,nat

(
1 +

L

1 + β

)
. (4.18)

From this, we see that negative electrothermal feedback has the effect of speeding

up the thermal time constant of the TES. From the standpoint of designing de-

tectors for telescopes, this is the time constant we care most about and present in

Section 4.3.3.

The advantage of writing the system of coupled equations (Equation 4.13) in the

frequency domain is that the complex impedance of the circuit is easily extracted

from M−1
11 [78, 94]:

Zω =
Vω
Iω

= Zeq + ZTES, (4.19)

where Zeq = Rsh + iωL is the equivalent impedance of the bias circuit elements

and ZTES is the impedance of the TES alone. ZTES can be shown to be

ZTES(ω) = R0(1 + β) +
R0L (2 + β)

1−L + iωτnat

, (4.20)
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which can be rewritten as

ZTES(f) = R0(1 + β) +
R0L (2 + β)

1−L + if/fnat

, (4.21)

where f = ω/2π is the frequency of the incident radiation. ZTES(f) takes the form

of a semi-circle in the lower half of the complex plane. By measuring the phase and

amplitude response of a TES as a function of frequency, we can map out ZTES(f).

The low frequency limit reduces to ZTES ≈ −R0, while the high frequency limit

goes to ZTES ≈ R0(1 + β). If the limits are properly probed, they can be used to

constrain β. Further, if we expand the loopgain and natural time constant, we can

rewrite as

ZTES(f) = R0(1 + β) +
R0(2 + β)αPbias

(TcG− αPbias) + 2πifTcC
, (4.22)

where we have used the approximation T0 ≈ Tc. Thus, if we know R0, Pbias, Tc, and

G, then we can fit ZTES(f) for α, β, and C. We do this using I-V curves (Section

4.3.2) to determine the prerequisite parameters before fitting complex impedance

data (Section 4.3.4).

4.2.3 SO detector parameters

To optimize TES bolometer designs for SO at Cornell, we focus on tuning the

saturation powers and time constants for each band to operate in the expected

observing conditions. First, we set targets for the parameters which are constant

between each band. The bath temperature and critical temperature targets are

Tbath = 100 mK and Tc = 160 ± 10 mK. The target TES normal resistance and

the shunt resistance are RN = 8 mΩ and Rsh = 400 µΩ.

Next, to set the target saturation powers, the photon loading on the detectors

must be estimated. Many factors affect the photon loading including the pre-
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cipitable water vapor (PWV), the throughput of the telescopes, the efficiencies

of the optics, and the on-pixel microwave components. The photon loading has

been estimated for each telescope and band using SO-specific sensitivity calcula-

tors which incorporate estimates for these components [74]. The LAT and SAT

photon loading estimates differ but are similar enough that we typically take the

average loading for our calculations. We apply a safety factor of 2.4 to the photon

loading estimates (assuming 1 mm PWV, an elevation angle of 50◦, and ambient

temperature mirrors) to determine the target saturation powers. We allow ±25%

variation in saturation powers. Table 4.1 lists the expected photon loading power

for each band and the related target saturation power ranges.

Band Freq. Pγ,1mm Psat range Min. f3db,eff f3db,eff Limit
LF-1 27 GHz 0.3 pW 0.6 – 1.0 pW 150 Hz SAT CHWP
LF-2 39 GHz 1.5 pW 2.7 – 4.4 pW 150 Hz SAT CHWP
MF-1 90 GHz 1.1 pW 2.0 – 3.3 pW 150 Hz SAT CHWP
MF-2 150 GHz 3.0 pW 5.4 – 9.0 pW 166 Hz LAT Nyquist
UHF-1 220 GHz 9.4 pW 17 – 28 pW 245 Hz LAT Nyquist
UHF-2 280 GHz 12 pW 22 – 37 pW 279 Hz LAT Nyquist

Table 4.1: Target saturation power ranges and time constant requirements for SO
TESes given the estimated optical loading in each band.

To set the target time constants, we consider the operating mode of the tele-

scopes. The LAT scans its diffraction limited beam width, θ ≈ 1.22λ/(6 m), across

the sky at some speed, S ≈ 1.5deg/s. In order to properly Nyquist sample the

sky, the effective time constant must be no slower than 1/2πτeff = f3dB,eff = 2.4S/θ

[126]. The LAT beam size is much smaller than the SAT and so the LAT drives the

Nyquist limited time constant. However, the SATs are operated with a cryogenic

half-wave plate (CHWP) to modulate the polarized signal [73, 83]. The CHWP

will rotate at 2 Hz and so in order to deconvolve the polarization signal with suffi-

cient accuracy, the detectors will need to be no slower than f3dB,eff = 150 Hz. This
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requirement is faster than the LAT Nyquist requirement for SO’s lowest three fre-

quency bands and so supersedes them. Table 4.1 summarizes the minimum f3dB,eff

(maximum τeff) requirements for each band. Note that the f3dB,eff requirement

for UHF-280 GHz is 279 Hz (τeff = 0.57 ms), which is faster than most detectors

previously fielded by our collaborations.

Figure 4.5: Microscope photographs of UCB TES test die (left) and NIST single
pixels (right) illustrating the various leg length and heat capacity splits
used to optimize G and C and thus Psat and f3dB.

To achieve these target parameters for full arrays of detectors, many prototype

TESs are made first. Figure 4.5 shows photographs of UCB and NIST bolometer

test chips and single pixels. To tune Psat, we change G by modifying the leg

lengths. The photo on the left shows a test die with TESs of varying leg lengths

which are used to tune the saturation power by changing G. Once G is set for the

target Psat, we tune f3dB,eff by changing C via the volumes of PdAu and AlMn on

the island. The photos on the right show many TESs in single pixels with different

amounts of PdAu and AlMn heat capacity volumes. In the next section, we will

discuss how measurements of these different “spilts” are used to characterize their

saturation powers and time constants.
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Many iterations of SO bolometers have been characterized. At the time of this

writing, there have been three iterations of UHF single pixels to tune their design

heat capacities for the fast time constant requirements [33]. Similarly, multiple

iterations of LF single pixels have been examined to tune their critical temper-

atures and normal resistances [135]. The MF detector designs are very similar

to the AdvACT bolometers and thus have required less tuning to meet the target

specifications [33]. Detectors from the most recent iteration of MF and UHF single

pixels, called SO Single Pixels v3 (SOSP3), will be featured as examples through-

out the remainder of the chapter. The characterization methods presented below

were also used to examine prototype bolometers for commercialized TES fabrica-

tion [138, 139] and for other past and future collaborations such as AdvACT [84]

and CMB Stage-4 (CMB-S4) [150].

4.3 TES Characterization Methods

We present four different TES characterization methods: four-wire R-T curves,

I-V curves, bias steps, and complex impedance measurements. The first of these is

performed with a Lakeshore AC resistance bridge (370/372) and is used as a fast

method to probe Tc and RN. The latter three measurements are performed using a

multi-channel electronics (MCE) time division multiplexed (TDM) SQUID readout

system [15] which is the same readout electronics used on AdvACT. A detailed

description of our TDM system for single pixel characterization is presented in

[72, 137].

Figure 4.6 shows how the single pixel TESs are coupled to the readout system.

TESs are wire-bonded to different rows on an interface chip. The interface chip
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Interface (shunt resistor) Chip

Detector Bias Line

MUX (SQUID) Chip

AdvACT Single Pixel PCB

TESs on Single 
Pixels Under 

Test

Figure 4.6: Photograph of NIST-style SO MF single pixels on the AdvACT TDM
single-pixel test PCB. Each TES is wire-bonded to a row on the inter-
face chip which contains the shunt resistors for each row and a single
biasline. Each row is then bonded to a DC SQUID MUX chip where
the rows are readout serially via TDM. The PCB is operated in a dark
environment in our dilution refrigerator.

contains a single bias line which runs through a shunt resistor5 in each row. The

interface chip also contains optional (wirebond selected) Nyquist inductors that

can be used to tune the RL high-frequency roll-off of the TES circuit, which is

important for aliasing [57]. Each detector/row is then wire-bonded to a DC SQUID

multiplexer (MUX) chip which enables the TDM serialized readout of each row.

More rows can be added by adding more MUX and interface chips in parallel. A

column consists of all the chips connected to a single set of TES bias, SQUID

bias, and SQUID feedback lines. The single pixel test PCB (blue, beneath the

chips) contains wiring for multiple columns, enabling the screening of multiple

5Note that for the AdvACT style SQUID-based readout used here, we use Rsh ≈ 200 µΩ
instead of SO’s target 400µΩ.
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MUX, interface, and TES chips. The PCB provides all of the necessary electrical

interfaces to the rest of the MCE system.

Lastly, we note that the measurements presented in this section were performed

in our Bluefors LD-400 dilution refrigerator (DR) at Cornell. The bath temper-

ature on the DR mixing chamber plate was controlled with a Bluefors calibrated

ROX thermometer and a servoed heater via a Lakeshore 370 AC resistance bridge.

The DR was optically closed such that detectors on the mixing chamber plate op-

erated in the “dark”, seeing only the 1 K copper shell that was cooled by the DR

still.

4.3.1 R vs T Critical Temperatures

Confirming the target Tc and RN of a prototype pixel is a critical first step for

bolometer characterization. If either parameter is off-target, it can affect the results

of subsequent measurements. For example, if Tc is too high, then the saturation

power will be inflated via Equation 4.3. Further, if RN is too high, the detector

noise will increase relative to the readout noise. It is therefore prudent to perform

simple checks on Tc and RN for new TES designs.

Figure 4.7 shows two sets of four-wire resistance measurements from a NIST-

style SO MF single pixel. The left plot shows measurements of a 150 GHz TES

bolometer which consists of a 1/8th square of AlMn on a suspended bolometer

island. The right plot shows measurements of a Tc-check pad that also resides on

the single pixel, consists of a full square of AlMn, and is designed to make it easier

to measure Tc with higher signal to noise than the TES.

The measurements were performed with a Lakeshore 372 AC resistance bridge
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using multiple AC excitation currents. An Ruthenium oxide (ROX) thermometer

was placed behind the TESs on the rear of the four-wire PCB that they were

bonded to. During measurements, the temperature of the four-wire board was

servoed using the ROX and a heater placed at the mixing chamber of the DR.
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Figure 4.7: Critical temperature and normal resistance measurements of SOSP3
150 GHz TES (left) and SOSP3 Tc-check pad structure (right). Mea-
surements were taken with a Lakeshore 372 AC resistance bridge. Mea-
surements at multiple AC excitation currents were taken (see legend).
Tc is deflated at higher excitation currents. The TES is 1/8th square
AlMn and the check pad is a full square AlMn. The normal resistances
roughly confirm this by scaling by a factor of ∼ 8. Tc is found to be
∼ 179 mK for both samples.

For both samples, the critical temperature is deflated at excitation higher cur-

rents. However at lower excitation currents, the four-wire resistance measurements

are noisier, making it more difficult to constrain Tc. Longer data integration times

were used to increase the signal to noise ratio of low excitation measurements.

The critical temperature of both samples is found to be ∼ 179 mK. The normal
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resistances are found to be ∼ 6.8 mΩ and ∼ 60 mΩ for the TES and Tc-check pad

respectively. The TES resistance is slightly lower than expected when compared

to the Tc check pad given the 1/8th square geometry. Further, we find that Tc is

higher than the 160± 10 mK target set by SO, indicating the need to tune this in

fabrication more carefully during array fabrication.

4.3.2 I-V Curve Saturation Powers

I-V curves are one of the most useful characterization methods available to us.

The measurements are relatively quick and provide a wealth of information about

the detector and its photon loading environment. I-V curves are performed in

the field (on AdvACT arrays) at regular intervals throughout each day/night of

observing. The measurement begins by driving the TES normal with a large bias

voltage, Vbias. The bias is then decreased and ITES is measured as RTES(T, ITES)

drops through its superconducting transition. In the field, it takes about a minute

to run an I-V curve on all detectors in the array simultaneously. In the laboratory,

we measure I-V curves at a variety of bath temperatures, enabling us to extract

additional TES parameters. For prototype TES testing, we servo to a specific bath

temperature, wait about 10 minutes for the single pixel board to thermalize with

the DR, and then run an I-V curve before servoing to another bath temperature.

The left panel of Figure 4.8 overplots I-V curves of a single MF 150 GHz

prototype SO TES at many bath temperatures. At high Vbias, the TES is normal

and the slope gives the TES’s normal resistance. The region with negative slope

is the superconducting transition, and in the region below that at low Vbias, the

TES is superconducting. From the I-V curves, we can extract the TES resistance

and TES bias power by taking the ratio and product of the measured voltage
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Figure 4.8: Left: I-V curves of a SO MF 150 GHz TES at many bath temperatures.
Right: R-P curves calculated from the I-V data for the same TES. The
ticks on the colorbar indicate the bath temperatures at which data were
taken. We note that the TES normal resistance is independent of bath
temperature while the saturation power decreases with increasing bath
temperatures, as expected.

and current. The right panel of Figure 4.8 overplots R-P curves based on the I-V

curves in the left panel. We see that regardless of bath temperature, at high bias

power, the TES has a consistent normal resistance of ∼ 7 mΩ. We also see that

the amount of bias power that is required to drive the TES normal increases with

decreasing temperature, as expected from Equation 4.3. From the R-P curves, we

extract RN and Psat(Tbath)

Figure 4.9 plots the saturation power as a function of bath temperature (blue

dots) for the same device as shown in Figure 4.8. The data was fit6 to Equation

4.3 and is shown as the overplotted lines. The free parameters in Equation 4.3

6The IV analysis and Psat fitting routing is based heavily on work done by Dr. Jason Stevens
and others [135].
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Figure 4.9: TES saturation power data as a function of bath temperature (blue
dots, upper panel). Data corresponds to the I-V curves shown in Figure
4.8. The data is fit to Equation 4.3. We fit the data multiple times for
fixed n in order to investigate degeneracy between n and k. The lower
panel shows that n = 3.3 (bolded line) minimizes the residual for this
detector. The ticks on the colorbar indicate the values of n that were
used in the fits.

are n, k, and Tc but due to modest degeneracy between n and k, it was historically

found to be simplest to fix n during the fit and manually search for n given the fit

results [137]. In Stevens et al 2020 [135], n = 3 was used held constant. In Figure

4.9 the we plot the residuals for fits over a wide range of n from 2.5 to 4.5. For

this detector, it is found that n = 3.3 (bolded line in Figure 4.9) minimizes the

residuals well across all temperatures.

From the fit to Equation 4.3, we determine n, k, and Tc, and can then use
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Figure 4.10: Extracted parameters from the fits shown in Figure 4.9 as a function of
n. We see that k is highly dependent on n but different combinations
of n and k yield significantly different Tc, G, and Psat,100mK, suggesting
that an optimal n and k can be found. The fit-extracted parameters
for n = 3.3 are circled and presented in Table 4.2.

them to determine Tc, Psat,100mK, and G. The critical temperature is found by

extrapolating the fit to the x-intercept. The saturation power at 100 mK (the

target bath temperature for the SO arrays), is calculated by evaluating the fit

at Tbath = 100 mK. The thermal conductance is calculated by plugging in the

previously fit parameters to Equation 4.4.

To further examine the degeneracy between n and k, we look at how the fit

and calculated parameters k, Tc, G, and Psat,100mK vary as a function of n. Figure

4.10 plots these parameters for each fit in Figure 4.9. As expected, k is highly
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dependent on n. However, each of the other parameters is also relatively variable

with n, suggesting that there is a combination of n and k which should sufficiently

minimize the residuals of Psat(Tbath). We see that depending on our choice of

n between 2.5 and 4.5, the critical temperature can vary almost a percent and

saturation powers can vary up to a few percent. Table 4.2 presents the best fit

parameters for the I-V and Psat analyses for this prototype detector.

RN [mΩ] n k [pW/mKn] Tc [mK] G [pW/mK] Psat,100mK [pW]
7.2 3.3 5× 10−7 172.2 0.225 9.77

Table 4.2: Table of best-fit parameters from I-V and Psat analysis for the SO MF
150 GHz TES data shown above.

During prototype TES characterization, we perform these I-V measurements

and analyses on many TESs. These measurements help determine whether we are

meeting the Tc and RN targets and allow us to probe G for TESs with different

leg lengths in order to set Psat,100mK for our fieldable arrays. We report these

measurements for SO in Stevens et al 2020 [135], and similar measurements for

AdvACT in Koopman et al 2018 [84].

4.3.3 Bias Step Time Constants

A common way to measure the effective thermal time constant of TES bolometers

is the bias step method. By applying a small amplitude square-wave to the TES

bias, the thermal response of the TES can be observed. Like I-V curves, this

measurement is frequently performed during observations on deployed AdvACT

arrays. In the lab, we characterize the TES response as a function of simulated

loading conditions by performing bias step time constant measurements at many

Tbath and at multiple points in the superconducting transition, %RN = R0/RN. At
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each bath temperature, I-V curve measurements are used to determine the Pbias

required to bias the TES to a specific %RN.

In order to measure the time constant well, the data acquisition rate must be

much faster than the detectors f3dB,eff. In normal operation, our MCE is setup to

sample at ∼ 400 Hz. To speed the MCE data acquisition up to this rate, we reduce

the number of sampled rows. By default, our MCE serially samples 64 rows at 400

Hz. For these measurements, num rows is decreased from 64 to 4, increasing the

row-visit rate by a factor of 16, giving us an effective TES sampling rate of ∼ 6400

Hz. This greatly increases the fidelity of the measurements but limits us to using

only the first four rows of every column.7

Before a bias step measurement, a DC bias is applied to the TES, placing it on

its transition at some fraction of its normal resistance, %RN. A square wave with

an amplitude much smaller (∼ 5%) than Ibias is then applied on top of the DC bias8.

Roughly 30 periods of the square waves are repeated, building a statistical picture

of the bolometer’s stimulated response. To understand how the time constant

varies at different points on the superconducting transition, the TES can then be

re-biased to a different %RN and another bias step can be acquired.

The left panel of Figure 4.11 shows an example bias step time stream in DAC

units. The square wave response is evident. The spikes before each step represent

the electrical response and are followed by a slower thermal decay. Before fitting

the thermal response of the TES, the time stream is split into individual steps

of the square wave. The colored lines in the right panel of Figure 4.11 show the

individual steps stacked on top of each other. Each step is then fit to a single pole

7There are ways around this, such as changing the row order, which the author has begun
investigating and implementing into recent measurements.

8Data taken with smaller amplitude square waves were found to be consistent with these
results. We use the larger amplitude to increase the signal to noise for our time-domain fits.
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Figure 4.11: Example bias step acquisition (left). The data were split after each
step and stacked (colored lines, right). Each step was fit (red lines,
right) to a single pole exponential to determine the effective thermal
time constant. The data shown is for the same SO NIST-style MF
150 GHz detector biased to 55 %RN with a bath temperature of 130
mK. The mean time constant of the fits was found to be ≈165 Hz.

exponential of the form f(t) = Ae−t/τeff + C. In order to primarily fit the thermal

response and not the electrical response, care is taken to choose the starting point

of the fit. The exponential decay fit begins at the asymptotic value of the previous

step (shown as the green horizontal line in the plot). Fitting prior to this would

include the electrical response and no longer fit well to a single pole filter. Each

step is fit (the fits are overplotted in red) after being split from the timestream,

flipped such that the step is always downwards, and given a vertical offset such

that the asymptotic value of each step is zero. For fast detectors, the exponential

decay fits slightly underestimate the speed of the detector response in general.

This is due to the limited amount of data on the decay and can be improved by

sampling the detector faster. We see this effect in the Figure 4.11 where the red

fits appear slightly slower than the colored data.

Time constants at different sky loading conditions can be simulated by measur-
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Figure 4.12: Bias step time constant measurements as a function of bias power
and %RN for the same prototype SO 150 GHz bolometer as presented
above. Data were taken at many bath temperatures, simulating dif-
ferent loading conditions. The vertical orange band shows the ex-
pected bias power range for this band when on-sky. Below ∼ 50%RN,
the bolometer achieves the 166 Hz time constant specification of this
band, over a broad range of bias powers. The natural time constant is
estimated using the linear model (dotted lines) from the theory pre-
sented above and a two-fluid model (solid lines) [77] for fixed %RN.
The two-fluid model estimates a natural time constant between 40 –
75 Hz.

ing bias steps at multiple bath temperatures. As bath temperature increases, Pbias

decreases because Psat decreases, simulating optical loading. Figure 4.12 shows

effective time constants in f3dB as a function of bias power and fraction of normal

resistance. The data shown is for the same 150 GHz SOSP3 detector that was

shown in previous sections. Each vertical grouping of data corresponds to a set of

bias step measurements at one bath temperature and multiple %RN. At each bath

temperature, we perform an I-V curve to determine the Pbias required to bias each

detector to a given %RN. The orange highlighted band shows the expected range
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of bias powers that will be used in the field, Pbias = Psat − Pγ,1mm.

The natural time constant of the bolometer can be estimated by extrapolating

these results to Pbias = 0, where the bolometer behavior is entirely thermal. A

linear extrapolation follows the simple one-block model described by Equation 4.18

and is shown as the dotted lines in Figure 4.12 for fixed %RN. However, recent

bias step time constant measurements [84] have found a two-fluid model [77] to

fit better where f3dB(Pbias) = A+BP
2/3
bias. Extrapolations following this model are

shown as solid lines for fixed %RN. We see that the extrapolations of both models

do not converge well to a natural time constant for this detector. However, we

find that the natural time constants extrapolated using the two-fluid model have

a smaller spread, with an average f3dB,nat ≈ 50 Hz.

Bias step measurements of SO and CMB-S4 effective thermal time constants

are reported in [33, 135, 150]. As detectors become faster (such as for the fast SO

280 GHz bolometers), it becomes increasingly difficult to fit their thermal response

due to fewer data points on the thermal decay. Fast detector sampling rates can

improve this but require special and detailed tuning of the readout configuration.

In order to determine if our current sampling rate is significantly affecting our time

constant measurements, we compare the bias step time constants to those measured

independently with via the bolometer’s complex impedance (Section 4.3.5).

4.3.4 Complex Impedance

In comparison to I-V curve and bias step measurements, complex impedance (CZ)

measurements are time consuming and require the MCE to be placed in a non-

standard readout mode. For this reason, CZ measurements are rarely performed
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in the field. However, CZ measurements are able to access fundamental device

parameters that the other measurement methods cannot and therefore can enable

a deeper understanding of the bolometer performance. This is useful for our proto-

type device characterization. The data acquisition and analyses presented in this

section closely follow methods described in [35, 36, 164].

The goal of CZ data acquisition is to measure the detector’s response to sinu-

soidally modulated detector bias voltages. The bolometer impedance is obtained

by mapping the TES response as a function of stimulated frequency. The MCE is

designed to perform time division multiplexing of entire detector arrays. However,

for CZ measurements, we want to measure one detector at a time at high sampling

rates. This is done by putting the MCE into “rectangle mode” which allows a

single detector to be sampled repeatedly without switching between rows9. The

MCE output data mode is also switched such that the user receives the unfiltered

(anti-aliasing filter) SQUID feedback signal10.

To measure the complex impedance of a bolometer, small amplitude (< 1%)

sine waves are applied on top of the DC operating bias point determined from I-V

curves. The MCE’s arbitrary waveform generator (AWG) is used to apply digitized

sine wave modulations to the DC biases. The frequency at which the AWG can

update the bias registers sets the maximum sine frequency to 1/4th the sampling

frequency. Faster sampling modes enable faster excitations. The data presented

here were sampled at ∼ 7.8 kHz and with about ∼ 25 unique sine excitations

ranging from 4 Hz to ∼1.3 kHz.

CZ data acquisition was performed on 22 TESs from NIST’s SOSP3 MF and

9A detailed description of rectangle mode can be found at https://e-mode.phas.ubc.ca/

mcewiki/index.php/Rectangle_Mode_Data
10We use data mode 4 for complex impedance acquisitions. Standard acquisitions on our MCE

use data mode 10. More info: https://e-mode.phas.ubc.ca/mcewiki/index.php/Data_mode
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UHF single pixels at three bath temperatures (100, 115, 130 mK), and at three

bias points (40, 50, 60 %RN). At each bath temperature, an I-V curve was mea-

sured to determine the bias powers necessary for the bias points of each detector

individually. For each detector and each bias point, the MCE was switched to high-

rate acquisition mode, the AWG was initiated, and the unfiltered SQUID feedback

response was recorded. In addition to the three bias points at each bath tempera-

ture, each detector was also measured in their superconducting (Tbath = 100 mK,

Pbias = 0 pW) and normal (Tbath = 250 mK, Pbias = 0) states. In total, about

275 time streams were collected for each detector, resulting in a massive dataset

to analyze.

The amplitude and phase of the sinusoidal response in each time-stream was fit.

Figure 4.13 shows example time streams and fits of a single detector for multiple

applied sine waves and at different bias points. The detector shown is the same

NIST-style SOSP3 MF-150 GHz TES that was analyzed in the previous sections.

We see the orange fits recovering the amplitude and phase of the blue data with

good accuracy. Note that since each time stream is at a different DC bias point,

the amplitudes of the waves are not directly comparable.

As a function of the applied frequency, the relative amplitude and phase be-

tween the measured response and the input function forms a complex-valued trans-

fer function, T (f). The transfer function is the ratio of the output and input sine

wave voltages, or VSQUID-FB/Vbias and describes the TES circuit’s complex response

as a function of frequency. Since we know the amplitude of the input sine wave

and the zero-phase offset of the AWG, we can extract the tranfser function for

each Tbath and %RN (as well as for the superconducting and normal states). Fig-

ure 4.14 shows the magnitude and phase of the on-transition transfer functions
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Figure 4.13: Example CZ acquisition time-streams for an SO MF-150 GHz bolome-
ter at various excitation frequencies and DC bias points. The data in
blue shows the TES response to a sine wave-modulated DC detector
bias using the MCE’s AWG. Sinusoidal fits shown in orange recover
the amplitude and phase.
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temperatures (each column: 100, 115, 130 mK) and bias points (each
color). The complex valued transfer function represents the relative
amplitude and phase of the detector circuit response to the input
sine-wave, VSQUID-FB/Vbias. Error bars represent the statistical error
in the sine fitting algorithm.

for a SO MF-150 GHz bolometer at each bath temperature and bias point. At

high frequencies, we see the amplitude dropping, indicating that the TES is less

responsive to high-frequency impulses, as expected.

The transfer functions shown in Figure 4.14 incorporate the TES response

as well as the TES bias circuitry response. Following [35], we extract the TES-

only response, ZTES, using the Thevenin equivalent voltage, Ṽth, and equivalent

impedance, Zeq which are computed from the normal and superconducting transfer
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and bias circuit equivalent impedance calculated from the transfer
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sonable values for the shunt resistance and line inductance (shown
in legend). The shunt resistance for this channel was independently
measured to be 0.202 mΩ, where as the fitted value is 0.210 mΩ. Sta-
tistical errors from the sine-wave fits are propagated through to Ṽth

and Zeq.

functions (TN and TSC respectively):

Ṽth =
RN

T −
N 1−T −

SC1
(4.23)
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Zeq =
Ṽth

TSC

(4.24)

Note that since T is dimensionless, Ṽth has units of Ohms instead of Volts be-

cause of omitted calibration constants. From Equation 4.19, we expect that Zeq

is dominated by the bias shunt resistor and parasitic line inductance in the su-

perconducting wiring. Figure 4.15 plots the superconducting and normal transfer

functions, Ṽth, and Zeq, and confirms our expectations for Zeq. Fitting Zeq recovers

reasonable values for the shunt resistance and line inductance.

ZTES is computed using Ṽth, Zeq, and the on-transition transfer functions [35]:

ZTES =
Ṽth

TTbath,%RN

− Zeq (4.25)

Uncertainties in ZTES are propagated from statistical uncertainties in the sinusoidal

fits. Figure 4.16 shows the complex valued ZTES as a function of frequancy (upper

panels) and in the complex plane (lower panels). As expected, ZTES traces semi-

circles in the lower half of the complex plane.

Figure 4.16 also shows fits to ZTES data using Equation 4.22. I-V curve mea-

surements of RN, Tc, G, and Pbias are used in the fitting and are assumed to have

negligible uncertainties. The heat capacity is assumed to be constant as a function

of %RN and therefore is constrained as such between all fits at the same Tbath. The

fitted parameters are α, β, and C. A rough fit of the data is performed with a

SciPy implementation of the Nelder-Mead algorithm and then improved using the

MIGRAD algorithm [35, 79]. The fits to ZTES are over plotted as solid lines and

also show that the data fits well to the model.

The top row of Figure 4.17 shows the fitted parameters as a function of Tbath

and %RN. The high α seems generally acceptable and is within expectations.
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Figure 4.16: Complex impedance measurements and fits of an SO MF-150 GHz
bolometer. Each column is a different bath temperature. Each color
is a different bias point. The top two rows plot the complex valued
impedance as a function of frequency while the lower row plots it on
the complex plane. As expected, ZTES appears as a semicircle in the
lower half of the complex plane. The data were fit to Equation 4.22
for α, β, and C, while using I-V curve measurements for the other
parameters.

However, β ∼ O(1) borders on too high since we generally expect β < 1. From

fabrication notes on the amount of PdAu and AlMn deposited on the island, we

expect C ∼ 1 pJ/K. The heat capacity is expected to scale roughly linearly with

the temperature of the bolometer. However, since the bolometer is biased onto its

transition, it’s temperature is constant at Tc, so we expect the heat capacity to

be flat with Tbath. The fitted value is modestly higher than expected and varies

significantly with Tbath. This may be due to degeneracy between α and β.

The bottom row of Figure 4.17 shows inferred parameters that were calculated
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Figure 4.17: Extracted and calculated TES bolometer parameters from CZ fits as
a function of Tbath and %RN. The top row shows the three param-
eters that were fit to the CZ data. The lower row shows calculated
parameters using the CZ-fits and I-V data.

using the CZ fitted parameters and I-V results. The natural time constant follows

the heat capacity with f3dB,nat = G/2πC. The loop gain and effective thermal

time constants are computed using Equations 4.10 and 4.18. The natural time

constant is slower than expected given the linear and two-fluid extrapolations from

the bias step measurements (Figure 4.12). The loop gain and f3dB,eff decline with

bath temperature, as expected since at lower bath temperatures, Pbias is lower.

Additionally, the time constant is faster at lower %RN, as expected due to the

increase in α.

The fit parameters are expected to be degenerate. By forcing C to be constant

for all %RN, we hope to relieve degeneracy between C and α. If the low and high

frequency limits are probed well, β can be constrained. However, the MCE AWG

high-frequency sine wave limit prevents us from measuring the high frequency
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limit of the response of this detector. Thus modest degeneracy between α and β

is expected. This may account for the higher than expected β, which may have

also impacted the heat capacity. For future measurements, it is recommended that

higher detector sampling rates and sine wave excitation frequencies are used.

4.3.5 Comparison of f3dB,eff Measurements

Figure 4.18 compares the measured f3dB,eff from the bias step and complex

impedance methods presented above in the left panel. At each %RN, the three

points represent the three bath temperatures that were surveyed. Note that the

bolometer speeds up at lower %RN, as expected. Bias step and complex impedance

data for this detector were in relative agreement.

The right panel of Figure 4.18 adds three more SOSP3 bolometers that were

tested, but does not distinguish between %RN. The devices sampled include 90

and 150 GHz detectors with various amounts of heat capacities, controlled by the

volume of thermal ballast on the island (Figure 4.4). These prototype bolometers

were fabricated to explore the range of time constants achievable by tuning the

bolometer heat capacities. Each point on the scatter plot corresponds to a given

bolometer (denoted by color) at a given bias point and bath temperature.

From these data, it is clear that while the two methods are in general agreement,

the bias step data may under estimate the effective time constant compared to

the complex impedance measurements. The largest discrepancy occurs for the

lowest heat capacity device (150 GHz Low C, red), which is expected to be the

fastest and potentially least stable due to its low heat capacity. For this particular

detector, as the heat capacity is lowered and the device is made faster, it becomes
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Figure 4.18: Comparison of time constants measured via bias steps (y-axis) and
complex impedance (x-axis). The left plot shows a comparison for
a single SOSP3 150 GHz bolometer at three bias points (colors) and
three bath temperatures. For this bolometer, the two measurement
methods are in relative agreement. In the right plot, three additional
SOSP3 detectors are added (colors) and it is evident that the bias step
method slightly under estimates the complex impedance method. The
150 GHz low heat capacity device (red) is very fast and so the CZ fits
were unable to fully probe the complex plane.

more challenging to fully probe the complex plane of the device’s impedance. The

faster bolometer response requires faster excitation frequencies than we were able

to generate to break degeneracies between the fitted parameters. Thus, for this

particular detector, the fitted parameters and inferred time constant are poorly

constrained. Inspecting ZTES of the 150 GHz Low C device confirmed this by

showing that the right hand side of the semicircle in the complex plane was not

measured and thus the fitted parameters, especially β, were not well constrained.

In the future, this could be improved by using data from other measurements, such

as I-V curves, to place prior constraints on β, reducing the degeneracy in the CZ

fits. Increasing the sampling and excitation rate of both the complex impedance

and bias step methods would likely also improve the data and fits of fast devices.
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4.4 Conclusion

In this chapter, we presented models and measurements of prototype SO TES

bolometers which have been used to optimize the detector designs that will com-

prise SO’s ∼ 70, 000 detectors. SO detectors are progressing towards deployment

for first light in 2022. MF and UHF arrays are being fabricated and multiple arrays

have been assembled for array scale laboratory characterization [101]. Saturation

power, time constant, and noise performance characterization of the LF detectors

will take place in the coming months.

As full UFMs are assembled, array scale characterization will be performed

with the SLAC microresonator radio frequency (SMuRF) readout electronics us-

ing µMUX. At Cornell, UFMs will be tested in the dark and with a cold load

using a SMuRF. The SMuRF architecture will make future array scale complex

impedance measurements simpler by enabling higher sampling and excitation fre-

quencies. This could enable better laboratory and field characterizations, providing

detailed knowledge of the bolometer parameters and performance.

The MCE-based TDM measurement methods presented above not only pro-

vided critical device parameters to SO’s fabrication teams, but also developed data

acquisition procedures and analysis methods that will be useful for future applica-

tions. For example, at the time of this writing, CMB-S4 is base-lining TES arrays

with TDM readout. Therefore, the work presented here will be directly portable for

future projects. Similarly, before CCAT-prime selected MKIDs, significant work

was done to design TES pixel architectures for EoR-spec and other multi-chroic

CCAT-prime applications. CCAT-Prime prototype quad-chroic single pixels were

fabricated at NIST and characterized at Cornell. Although CCAT-prime’s current

efforts are focused on MKID characterization [47], the measurement methods and
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analyses that were developed will no doubt remain useful for future TES applica-

tions.
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CHAPTER 5

CONCLUSIONS

We conclude this dissertation with a brief discussion of a few of the expected

cosmology and astrophysics products of the aforementioned collaborations.

5.1 The Atacama Cosmology Telescope

The Atacama Cosmology Telescope was described in Section 2.1, followed by a

presentation of the beam measurements of one of AdvACT’s MF2 receiver. While

this measurement has largely impacted the warm and cryogenic baffle designs of

the future SO, CCAT-prime, and CMB-S4 instruments, it has also impacted ACT.

As mentioned above, simulation studies were performed that relate the the author’s

measurements to telescope sidelobes on the sky [59]. These simulations were shown

to agree empirically agree with sun and moon sidelobe maps generated with real

data, thus closing a loop between expectations and data.

In Section 1.2.3, we showed the most recent power spectra measurements from

ACTPol’s DR4 [25] and overviewed some of the recent data analyses that have

been performed in the past few years. This pristine power spectra dataset has a

significant amount of cosmological parameter constraining power. In combination

with Planck data, DR4 sets tight constraints on ΛCDM [9]. However, as discussed

in Section 1.2.4, there are many open questions to be investigated further.

Some preliminary data from ACT’s third generation receiver, AdvACT, which

has been observing at high-efficiency every year since 2016, has already been re-

leased [109]. However, compared to DR4, there is expected to be at least four

times as much data from AdvACT in the pipeline, for which analysis is underway.
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The sheer amount of new data will certainly help improve cosmological constraints.

Additionally, while ACTPol only observed at 90 and 150 GHz, AdvACT will add

maps at 27, 39, and 220 GHz as well. The addition of these bands will significantly

improve ACT’s ability to remove foreground contamination. The lower frequencies

will access synchrotron and spinning dust emission while the high frequency will

access galactic dust and dusty star-forming galaxies. In combination with SO data

products, AdvACT will help search for inflationary B-mode signals by providing

crucial data on foregrounds.

5.2 The Simons Observatory

The Simons Observatory was described in Section 4.1, followed by a presentation

of the characterization and optimization of SO’s TES bolometers. The SO MF

(90 and 150 GHz) and UFH (220 and 280 GHz) bolometer designs were iterated

on until they met observing requirements. They are now mature enough to be

tested on the array scale, and possibly fielded as is. The MF and UHF arrays

are nearing production and are being tested individually at SO test institutions

around the country. The SO LF (27 and 39 GHz) bolometer designs will be tested

in the comoing months and full array scale testing is scheduled to proceed shortly

thereafter. SO plans for first light in 2022 using the detector designs characterized

here.

With ∼ 70, 000 TESs, SO will over than an order of magnitude more num-

ber of detectors than AdvACT. Spread across the LAT and multiple SATs, these

detectors will enable a multitude of data analyses. This will provide a stunning

amount of cosmological constraining power and will enable highly sensitive probes
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into the B-mode polarization spectra, constraints on the neutrino mass, extensions

to ΛCDM, and more. The discussion below of a sample of SO forecasts is based

largely on the extensive modeling and calculations presented in the SO Science

Paper [3].

66 68 70 72 74 76
H0[km/s/Mpc]

Planck SH0ES

SO TT
SO TE
SO EE
SO All / Baseline

Figure 5.1: SO forecasted constraint on the Hubble constant. Data for recent
early time (CMB, Planck) and late time (Cepheids, SH0ES) are also
shown. The SO constraint is centered at the fiducial value between
both measurements. The SO constraint could provide evidence for a
departure from ΛCDM or other new physics in order to explain the
Hubble tension. Figure from [3].

SO forecasts that it will reduce the current uncertainty on the Hubble constant,

H0, to half a percent. This will help address the Hubble tension, which is the > 3σ

discrepancy between early time (CMB, BAO) and late time (Cepheid, supernovae)

Hubble constant measurements. Figure 5.1 compares the expected SO uncertainty

in a ΛCDM model to current estimates from Planck and the SH0ES collaboration

which uses Cephied variables to measure the late time Hubble constant [28, 120]

Clearly, when all channels are combined, the SO data will improve the Planck

constraints by about a factor of two. SO will thus test Planck and early time

measurements and could provide evidence for departures from ΛCDM or other
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new physics.

SO also aims to constrain models of inflation by searching for the signature of

primordial gravitational waves in the CMB polarization. The inflationary B-mode

signal is dominated by lensing and dust contamination. This motivates a sophisti-

cated combination of foreground removal and map-based cleaning methods. Figure

5.2 shows a simulated B-mode spectrum measurement (red) that was computed

using map-level component separation to remove the foreground emission (gray

band). The simulation input spectrum (black band) assumes r=0, and that the

data is delensed by 50%. The SO baseline and goal uncertainties are shown in

orange and blue for optimistic and pessimistic 1/f noise levels. The foreground

residuals between the simulated measurements and the lensing is shown in yellow

and is comparable to a tensor-to-scalar ratio r = 0.0016 (dashed). Marginalizing

over the foreground residuals can reduce this bias, but increases the uncertainty

on r. From this, SO forecasts that it will measure the tensor-to-scalar ratio to the

level of σ(r) = 0.003. If primordial B-modes are detected with r > 0.01, this would

enable a > 3σ detection and would be a breakthrough result of modern cosmology.

The Sunyaev-Zel’dovich (SZ) effects are powerful probes of cosmology and as-

trophysics. CMB photons are scattered by energetic electrons in galaxy clusters,

imprinting spectral distortions in the CMB. A wealth of information about the

galaxy clusters and their large scale structure is thus contained in these secondary

anisotropies. SO’s extended frequency coverage and sensitivity will enable new

detailed SZ analyses, improving our understanding of the growth of structure and

galaxy properties at late times. For example, measurements of the abundance and

motions of clusters will probe large-scale structure. Additionally, multi-spectral

measurements and cross-correlations between the thermal and kinetic SZ effects
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Figure 5.2: Simons Observatory simulated B-mode measurements (red) which have
been component separated from simulated foreground emission (gray
band). SO baseline and goal B-mode sensitivities are shown in orange
and blue for optimistic and pessimistic 1/f noise. The residual between
the simulated signal (red) and the input lensing spectrum (black) is
shown in yellow and is comparable to an inflationary B-mode signal
with r = 0.0016. Figure from [3].

will probe the astrophysical and thermodynamic properties of the clusters and their

constituents. Further, SO forecasts that it will place constraints on the Epoch of

Reionization by observing the redshift duration of the EoR and the ionization

efficiency during the EoR.

These are just a few examples of the many forecasted science products from

SO. More are presented in detail in the SO Science Paper [3]. The SO detector

development described in Chapter 4 will undoubtedly contribute to opening new

windows into cosmology and astrophysics.
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5.3 The CCAT-Prime Collaboration

The CCAT-prime project and FYST were described in Section 3.1, followed by

a presentation of models and fabrication methods of the silicon substrate FPI

technologies that have been developed for EoR-Spec. The EoR-spec FPI mirror

designs were optimized for observing the [CII] line emission during the EoR be-

tween redshifts 3.5 to 8. Fabrication development is nearing completion and FPI

testbeds await samples for characterization. Following successful characterization,

full-scale mirrors will be fabricated and characterized before fielding in EoR-Spec

on FYST in late 2023. In addition to EoR-Spec, Prime-Cam will also contain

multiple broadband KID modules for a variety of cosmology and astrophysics ob-

servations. Below we describe a few of the many science goals that CCAT-prime

will pursue with Prime-Cam. Forecasts and constraints for these applications will

be presented in great detail in CCAT-prime’s upcoming Science Paper [27].

In combination with SO, CCAT-prime will help constrain measurements of the

tensor-to-scalar ratio r. Prime-Cam measurements at many millimeter and sub-

millimeter wavelengths will dramatically improve our understanding of polarized

dust foregrounds. At current sensitivities, the foregrounds are well modeled by

a single temperature “grey body” spectrum [29]. Prime-Cam’s measurements at

higher frequencies will help constrain the dust model parameters and could provide

evidence of extensions to the single temperature grey body model. In combination

with SO’s SAT B-mode forecasts, these measurements are forecasted to improve

the SO’s B-mode foreground bias discussed above while maintaining a similar σ(r).

This could reduce the need for SO’s marginalisation, which otherwise roughly

doubles their forecasted σ(r). By reducing foreground bias, Prime-Cam therefore

can aid in constraining models of inflation.
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Prime-Cam’s high frequency maps will also contribute significantly to SZ mea-

surements. In combination with the large cluster catalogs that will be identified by

ACT and SO, CCAT-prime will probe more of the SZ spectral distortions by adding

high-frequency coverage. These additions will be valuable for enabling clean sep-

arations of signals from the different SZ effects. Current cosmological constraints

from SZ measurements are limited by uncertainties in cluster properties such as

their temperature, density, and pressure profiles. The component separations en-

abled by Prime-Cam will improve these uncertainties by providing windows into

the thermodynamic properties of the clusters, enabling astrophysical characteriza-

tion. Further, spectroscopic measurements of a small subset of the brightest SZ

clusters using EoR-Spec will provide unprecedented spectral characterization and

component separation of SZ clusters.

EoR-Spec’s primary objective is to explore the Epoch of Reionization via the

redshifted 158 µm [CII] fine structure line from early star forming galaxies between

redshifts 3.5 to 8 corresponding to frequencies between 420 and 210 GHz. As

described in Section 1.3.2, [CII] will be used to probe cooling radiation around the

early star-forming regions of the EoR, enabling characterization of the ionization

sources. The bright [CII] line efficiently traces the history of reionization process

and the evolution of the underlying dark matter structure. Using the SSB FPI

mirrors developed in Chapter 3, EoR-Spec will perform LIM of this emission as

a function of redshift, tomographically measuring the evolution of the EoR. EoR-

Spec will therefore produce a 3D mapping of the EoR, probing the evolution of

and processes within the first star forming galaxies through cosmic time.

Figure 5.3 left shows an example simulated redshift slice, similar to what will

be observed by EoR-Spec. This figure shows a simulated 16 square degree field,
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[CII] Intensity Mapping 
“redshift slice” simulation

z=5, Δz=0.01
CCAT-prime survey

Figure 5.3: Left: simulated redshift slice of [CII] emission at z ∼ 5 from a 16
deg2 survey showing the clustering signal [82]. Represented is a sin-
gle spectral bin of the spatial-spectral intensity mapping data cube.
Right: Sensitivity curves for the power spectrum of the [CII] emission
at multiple redshifts [26]. Plotted are multiple power spectra predic-
tions which differ by factors of 10 to 50. Over plotted are predicted
EoR-Spec sensitivity curves for the first generation 16 deg2 survey as
well as sensitivity curves for other upcoming experiments. Note that
since the generation of this figure EoR-Spec’s survey ares have halved
to ∼ 8 deg2, as described in [27].

although the the actual observing fields will be more like 8 square degrees. The

simulated slice at z = 5 corresponds to an observed [CII] frequency of ∼ 315 GHz

(950µm). At this frequency, rotational CO lines and the [OIII] fine structure line

will be simultaneously imaged. However, they will not be as bright as the [CII]

line and they will be at different redshifts, tracing different large-scale structure.

For the [CII] LIM measurements, these lines are essentially a foreground that is

important to remove carefully. Details for multiple proposed methods of foreground

removal for [CII] analyses will be presented in the upcoming CCAT-prime Science

Paper [27].

The CO and [OIII] also contain a great deal of astrophysics and cosmology,

and will enable many additional studies once separated from the [CII] emission.
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The [OIII] line for example, like [CII], will trace early star forming regions but

at redshifts z > 7 within the EoR-Spec frequency coverage. At lower redshifts,

between 0 < z < 2, the CO rotational lines will trace molecular gas clouds and can

be used to improve our understanding of gas properties in the interstellar medium

and their evolution.

By intensity mapping the aggregate [CII] emission over large co-moving spa-

tial scales, EoR-Spec will be a cosmological probe, revealing the growth of density

fluctuations and the primordial power spectrum. With sufficiently precise mea-

surements, constraints could be placed on fundamental physics including models

of inflation, dark energy, and the sum of the neutrino masses. Figure 5.3 right

shows multiple power spectrum predictions. Compared to each other, the models

vary significantly by roughly an order of magnitude. The figure also shows the

expected EoR-Spec sensitivity and suggests that EoR-Spec will enable detections

of [CII] regions of the EoR out to at least z ≈ 5, and should provide significant

constraining power at higher redshifts.

Lastly, one of the greatest features of LIM is the natural ability to perform cross

correlations between different probes. EoR-Spec’s fields are being carefully chosen

to optimize the ability to cross-correlate with multiple other surveys. Details on

the survey areas chosen will be well described in CCAT-prime’s Science Paper

[27]. Cross correlations will not only reveal large-scale structure but will also

enable powerful comparisons on the interactions between different components and

processes during the EoR.

CCAT-prime’s spectrometer, powered by the SSB FPI developed here, will

probe the growth of structure, the reionization process, and the evolution of galax-

ies, thus opening new windows to one of the remaining relatively unexplored epochs
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of the cosmos.

5.4 Conclusion

This dissertation reports the author’s significant technical contributions to the

ACT, CCAT-prime, and SO collaborations. The technical works that are discussed

are over a broad range of topics within experimental cosmology and astrophysics.

In Chapter 2, we present optical spillover measurements which have had significant

influence over the design of many upcoming mm-wave and sub-mm telescopes and

receivers. In Chapter 3, we present models and fabrication methods for silicon

substrate FPIs that will enable new probes into the Epoch of Reionization. In

Chapter 4, we present prototype TES characterization measurements and analysis

methods which have been used to optimize the design of what will be the largest-

fielded number of bolometers in a CMB observatory. Observations enabled by these

technologies will continue to inform and surprise us as we explore our universe.
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P. B. Lilje, V. Lindholm, M. López-Caniego, P. M. Lubin, Y.-Z. Ma, J. F.
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Cristóbal Sifón, Suzanne Staggs, and Edward J. Wollack. The Atacama Cos-

mology Telescope: A search for Planet 9. arXiv:2104.10264 [astro-ph], May

2021. arXiv: 2104.10264.

[111] Sigurd Naess, Nick Battaglia, J. Richard Bond, Erminia Calabrese, Steve K.

Choi, Nicholas F. Cothard, Mark Devlin, Cody J. Duell, Adriaan J. Duiven-

voorden, Jo Dunkley, Rolando Dünner, Patricio A. Gallardo, Megan Gralla,

Yilun Guan, Mark Halpern, J. Colin Hill, Matt Hilton, Kevin M. Huffen-

berger, Brian J. Koopman, Arthur B. Kosowsky, Mathew S. Madhavacheril,

Jeff McMahon, Federico Nati, Michael D. Niemack, Lyman Page, Bruce Par-

tridge, Maria Salatino, Neelima Sehgal, David Spergel, Suzanne Staggs, Ed-

ward J. Wollack, and Zhilei Xu. The Atacama Cosmology Telescope: Detec-

tion of mm-wave transient sources. arXiv:2012.14347 [astro-ph], December

2020. arXiv: 2012.14347, hello.

236



[112] Michael D. Niemack. Designs for a large-aperture telescope to map the CMB

10x faster. Applied Optics, 55(7):1688–1696, March 2016. Publisher: Optical

Society of America.

[113] L. Page, M. R. Nolta, C. Barnes, C. L. Bennett, M. Halpern, G. Hinshaw,

N. Jarosik, A. Kogut, M. Limon, S. S. Meyer, H. V. Peiris, D. N. Spergel,

G. S. Tucker, E. Wollack, and E. L. Wright. First-Year Wilkinson Microwave

Anisotropy Probe (WMAP)* Observations: Interpretation of the TT and

TE Angular Power Spectrum Peaks. The Astrophysical Journal Supplement

Series, 148(1):233, September 2003. Publisher: IOP Publishing.

[114] Stephen C. Parshley, Jörg Kronshage, James Blair, Terry Herter, Mike

Nolta, Gordon J. Stacey, Andrew Bazarko, Frank Bertoldi, Ricardo Bus-

tos, Donald B. Campbell, Scott Chapman, Nicolas Cothard, Mark Devlin,

Jens Erler, Michel Fich, Patricio A. Gallardo, Riccardo Giovanelli, Urs Graf,

Scott Gramke, Martha P. Haynes, Richard Hills, Michele Limon, Jeffrey G.

Mangum, Jeff McMahon, Michael D. Niemack, Thomas Nikola, Markus Om-

lor, Dominik A. Riechers, Karl Steeger, Jürgen Stutzki, and Eve M. Vava-

giakis. CCAT-prime: a novel telescope for sub-millimeter astronomy. In

Ground-based and Airborne Telescopes VII, volume 10700, page 107005X.

International Society for Optics and Photonics, July 2018.

[115] A. A. Penzias and R. W. Wilson. A Measurement of Excess Antenna Tem-

perature at 4080 Mc/s. The Astrophysical Journal, 142:419–421, July 1965.

[116] A. Perot and Charles Fabry. On the Application of Interference Phenomena

to the Solution of Various Problems of Spectroscopy and Metrology. The

Astrophysical Journal, 9:87, February 1899.

237



[117] K. F. Renk and L. Genzel. Interference filters and Fabry-Perot interferome-

ters for the far infrared. Applied Optics, 1(5):643–648, 1962.

[118] Dominik A. Riechers, Christopher L. Carilli, Peter L. Capak, Nicholas Z.
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