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Precise measurement of the cosmic microwave background (CMB) radiation

holds the key to a surprising quantity of knowledge about cosmology and the

early universe. Measurement of the power spectrum of the CMB yields infor-

mation about inflation and gravitational waves in the early universe, the mass

of the neutrino, and the number of effective neutrino species. As CMB photons

pass through our universe, the interaction they have with its contents yield even

more information. Scattering of the CMB photons off of the electrons in galaxy

clusters can be used to extract the movement of those galaxy clusters, and grav-

itational lensing of the CMB photons tells the story of the evolution of massive

structures in our universe. Extracting this information requires an extreme level

of precision and care in the detection of these photons.

This dissertation covers a number of subjects related to measuring CMB pho-

tons with telescopes in Chile. I first discuss the superconducting transition edge

sensors used on some of these telescopes, and the testing and characterization

of these sensors for the Simons Observatory. It is necessary to multiplex the

detector signals to reduce thermal load on the cryostat cold stages, so I then

discuss testing and characterization strategies for superconducting multiplex-

ers. This begins with characterization of the time domain multiplexing chips

used on Advanced ACTPol, and leads into characterization of microwave mul-

tiplexing chips like those that will be used in the Simons Observatory. Next, I



present methods for designing and optimizing wide area CMB survey strategies

from Chile, including the strategies that are used in Advanced ACTPol and the

strategies that will be used in the Simons Observatory. I then describe recent

results from the Atacama Cosmology Telescope that this work has contributed

to. I conclude by summarizing the improvements we will see in measurements

of the CMB from new observatories in the coming years.
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Figure 1: Jason near Licancabur volcano in the Atacama desert, Chile. This
photograph was taken near the site of the telescopes described in
this document. The animals in the background are Vicuña.
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CHAPTER 1

INTRODUCTION AND COSMOLOGY

Here I briefly describe the current state of cosmology and a few examples of

knowledge that can be obtained from CMB measurements. I will cover inflation,

neutrinos, dark matter, and dark energy. These topics are summarized in greater

detail in [63], [24], and [1], for example.

1.1 The Cosmic Microwave Background Radiation

The Cosmic Microwave Background radiation is the oldest light in the universe;

of all the direct measurements available to modern instrumentation, it is the

farthest back in time we can look. In the future, measurements of the cosmic

neutrino background may allow us to view an earlier time, but for now, the

CMB is the best we can do. Any speculation about earlier times must be inferred

from models.

The universe has long been observed to be expanding. The farther back in

time we consider, the more the universe increases in density and temperature.

At very early times, the density and temperature would have been great enough

to ionize the hydrogen in the universe; the density of free charges frequently

scattered photons and made the universe opaque to light. When the universe

cooled sufficiently, it became transparent, and many of those scattered photons

were able to travel undisturbed to this day. Those photons form the CMB.

The CMB is approximately isotropic. It follows a black body spectrum with a

mean temperature ∼ 2.7 K. The low temperature is a result of the original black

body spectrum red-shifting as the universe expands. The CMB formed at red-
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shift ∼ 1100, near the beginning of the universe. I say it is approximately isotropic

because there are subtle anisotropies in the CMB for a number of reasons, and

these anisotropies are the focus of CMB measurements today.

1.1.1 Primary Anisotropies

Primary anisotropies are anisotropies in the CMB that are the result of the ini-

tial conditions of the CMB at the surface of last scattering. They are the result

of density fluctuations in the universe at that time, with overdense regions cor-

responding to cooler photons (they had to travel out of a deeper gravitational

potential well, and thus lost more energy; this is called the Sachs-Wolfe effect)

and underdense regions appearing warmer. The primary anisotropies give us a

photograph of how the universe appeared at redshift 1100, the earliest time we

can measure.

1.1.2 Secondary Anisotropies

CMB photons have had over 13 billion years to travel through the universe and

many have interacted with the contents of the universe during that time. The

effect of these interactions leave secondary anisotropies in the CMB. Since the

CMB spectrum is so well characterized, these interactions are invertable and can

teach us about the matter that the CMB has interacted with over the ages.

Gravitational lensing of the CMB occurs as CMB photons pass near dense re-

gions of space. Not only can gravitational lensing of the CMB yield information

about the structure of matter throughout the universe, but it is also valuable to
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measure this lensing in order to de-lens the CMB data and get a correct mea-

surement of the primary anisotropies [40].

CMB photons scattering off free electrons in galaxy clusters will exchange

momentum with these electrons in an inverse Compton scattering process. This

is called the Sunyaev-Zel’dovich (SZ) effect. This effect is often split into mul-

tiple contributing parts in analysis. The thermal SZ (tSZ) effect constitutes the

component of momentum transmitted due to the thermal motion of the elec-

trons. The kinetic SZ (kSZ) effect constitutes the component of momentum

transmitted due to the bulk motion of the electrons, and therefore to the veloc-

ity of the associated galaxy cluster. The relativistic SZ (rSZ) effect is a relativistic

correction to the change in momentum of the scattered photons [12].

1.2 Tools for Cosmology

1.2.1 The Friedmann Equation

Although modern cosmology is complicated, there are a few underlying themes

that guide the theory. One is the Friedmann equation, which relates the expan-

sion rate of the universe to its contents. It is derived by assuming an isotropic,

homogeneous universe, and applying the Einstein equation of general relativity.

It can be written:

H2 ≡

(
1
a

d2a
dt2

)2

= H2
0

(
Ωra−4 + Ωma−3 + Ωka−2 + ΩΛ

)
(1.1)

Here, H is the Hubble parameter, and H0 is the Hubble parameter today. The

scale factor, a, describes the expansion of space; the distance between two ob-
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jects grows proportionally to a as long as they move with the expanding uni-

verse (the “Hubble flow”), with a = 1 by definition today. The scale factor is

also related to the redshift z by a = (1 + z)−1.

The remaining terms, ΩX, describe the content of the universe today, each as

a fraction of the critical density ρcrit; ρcrit is the energy density required to main-

tain a flat universe. Ωr is the fraction of relativistic particles, which is largely

photons, but includes anything with energy much greater than its rest mass. Ωm

is the matter fraction, including dark matter, or anything with smaller kinetic

energy than rest mass. Ωk is due to the curvature of space, which is close to zero

and often is assumed to be zero. Finally, ΩΛ is due to a cosmological constant,

which is the simplest model of dark energy [24][63]. Table 1.1 provides recent

constraints on these parameters.

If only Ωm or Ωr dominate the energy content of the universe, then the expan-

sion of the universe slows. However, a universe dominated by ΩΛ will expand

exponentially. Note that, at very early times, a is small, so the Ωr term is the

largest contribution. Later, Ωm becomes largest. Eventually, ΩΛ dominates, after

the other components have been diluted by expansion.

Measurements that reveal how the universe expands over time therefore also

reveal the composition of the universe. Redshift surveys of type I supernovae,

which all have the same luminosity, can reveal H(z) [22]. CMB measurements

can, too, even at late times by using secondary anisotropies.
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Parameter Value
Ωrh2 2.47 ×10−5

Ωm 0.3111 ±0.0056
Ωb 0.02233 ±0.00015
ΩΛ 0.6889 ±0.0056
H0 67.27 ±0.6 km s−1Mpc−1

Table 1.1: Some of the parameters of the Friedmann equation, Eqn. 1.1,
as compiled by the Planck collaboration in 2018 [6], except for
Ωrh2, which comes from WMAP [39]. In Ωr, I chose to leave
the value as originally expressed in the result which includes
a factor of h2; here, h = H0/100. Note that H0 as measured by
CMB experiments differs from H0 as measured by astronomical
observations at the 4.4σ level [53].

1.2.2 The Boltzmann Equations

The thermodynamic history of the universe, when combined with known

physics of chemical, nuclear, and high energy particle interactions, explains the

concentration of the universes’ various constituents. The Boltzmann equation

describes the concentrations of particles in systems that are thermodynamically

coupled. It can apply to any chemical, nuclear, or particle interaction even in

non-equilibrium conditions. By applying the equipartition theorem to the ini-

tial state of the universe to define initial conditions and then plugging known

physics into the Boltzmann equation, the concentration of each particle type in

the universe as a function of time can be predicted. As a specific example, the

reaction e− + p
 H + γ can be used to describe the formation of the CMB.

It is typical to assume both equilibrium conditions and reversible reactions.

These assumptions give accurate answers in a cosmological context and sim-

plify the equation. The expanding universe must be taken into account, since

expansion dilutes the particle concentrations and reduces the reaction rate. For
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a reaction like A + B
 C + D, the equation looks like

1
a3

d(nAa3)
dt

= n(0)
A n(0)

B 〈σv〉

 nCnD

n(0)
C n(0)

D

−
nAnB

n(0)
A n(0)

B

 (1.2)

where nX is the concentration of X; n(0)
X is the species-dependent equilibrium

number density (related to the chemical potential µ by nX/n
(0)
X = e−µ/T ), and 〈σv〉

is related to the scattering cross-section and either must be measured or derived

from fundamental physics [24]. In the context of early universe interactions, the

chemical potential is usually equal to the particles’ rest mass.

This says that the rate of change of the concentration of a particle species A is

proportional to a reaction rate; multiply the concentrations of the reactants to get

a negative contribution (this product is proportional to the rate of interactions

decreasing A by converting it to products) and multiply the concentrations of

the products to get a positive contribution (same, for the back-reaction). Also,

since the left-hand side is proportional to H, if the reaction rate is not sufficiently

large compared to the universal expansion, the reaction will cease; this is called

“freeze out” [63].

1.2.3 The CMB Power Spectrum

The usual way to study CMB anisotropies is through the CMB power spectrum.

The CMB map is projected onto its spherical harmonic components, Ym
` (θ, φ).

The contribution for each ` is defined by

〈∆T (n̂)∆T (n̂′)〉 =
∑

l

∑
m

C`Ym
` (n̂)Y−m

` (n̂′) =
∑

l

C`

(
2` + 1

4π

)
P`(n̂ · n̂′) (1.3)

where n̂, n̂′ are arbitrary directions on the sky, ∆T (n̂) represents the temperature

anisotropy (ie mean subtracted temperature) in the n̂ direction. Ym
` are the spher-
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ical harmonics and P` are the Legendre polynomials. Then the contribution C`,

or some function of it, are typically plotted as a function of ` for CMB power

spectrum analysis [63].

The above CMB power spectrum C` is also more explicitly described as the

temperature power spectrum CTT,` in the context where CMB polarization is

also being discussed. CMB polarization has not been as well measured as CMB

temperature yet, and its precision measurement may reveal interesting physics,

as I will soon describe. Polarization can also be described by power spectra, but

it requires two sets of coefficients since photon polarization is described by a

two dimensional vector space. The projection to spherical harmonics happens

in a similar way, with coefficients aP,`m defined by

Q(n̂) − iU(n̂) =
∑
`

∑
m

a∗P,`mY
m
` (n̂) (1.4)

where Q(n̂),U(n̂) are the second and third Stokes’ parameters of the CMB in the

n̂ direction, and Y are the spherical harmonics of spin 2.

The Q and U are directly measurable by experiment, but do depend on

choice of coordinate system, so it is convenient to write the new coefficients

aE,`m = −
1
2

(
aP,`m + a∗P,`m

)
; aB,`m =

i
2

(
aP,`m − a∗P,`m

)
(1.5)

The new polarization scheme is usually called “E-modes” (for aE,`m) and “B-

modes” (for aB,`m). The E-modes have parity (−1)`, and the B-modes have parity

(−1)`+1; that is, under spatial reflection, the aE,`m transforms by gaining a factor

(−1)`, and the aB,`m a factor (−1)`+1.

Now, similar to temperature, it is desirable to remove dependence on m and

thus the dependence on choice of sky coordinates. Cross correlations between
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temperature and the two new polarization modes have their own spectra. These

are all described by

〈a∗X,`maY,`′m′〉 = CXY,`δ``′δmm′ (1.6)

where X and Y are members of {T, E, B}. Then CTT,` is the temperature power

spectrum; CEE,` and CBB,` are the E-mode and B-mode polarization power spec-

tra, respectively; and CT E,`, CT B,`, and CEB,` describe correlations between T, E, B.

A power spectrum is often expressed as a function of C`, rather than the C`

themselves, in order to make the data scale better at high `. A common choice

for this function is

D` ≡
`(` + 1)

2π
C` (1.7)

1.2.4 The Matter Power Spectrum

Following [63], let the fractional mass overdensity δM(x, t) be defined by

δM(x, t) ≡
ρ(x, t) − ρ̄(t)

ρ̄(t)
(1.8)

which tells us the perturbation to the mass density field ρ (here ρ̄ represents a

spatial average). Then let ξ(x; x) be defined by

ξ(x, x′) ≡ 〈δM(x, t)δM(x′, t′))〉 (1.9)

which is an auto-correlation function for the fractional mass overdensity. Here,

the appropriate t to use as an input into δM is the time corresponding to redshift

at distance |x|. Then the matter power spectrum is a Fourier transform of ξ,

ξ(x, x′) =

∫
dk

(2π)3 P(k)eik·(x−x′) (1.10)

8



Figure 1.1: The CMB power spectrum described in Sec. 1.2.3. The top, mid-
dle, and bottom panels show the TT, TE, and EE components,
respectively. Figure is from the Planck collaboration, 2015 [51].

9



The matter power spectrum tells us how the distribution of matter corre-

lates on different scales. The matter power spectrum influences CMB secondary

anisotropies at late times, so it can be inferred from kSZ and lensing effects. It

is important for extracting information about neutrinos, dark matter, and dark

energy.

1.2.5 Baryon Acoustic Oscillations

A sequence of peaks and troughs are apparent in the power spectrum in Fig. 1.1.

These shapes are due to the baryon acoustic oscillations that occurred before

photon decoupling. An excellent overview of these oscillations is presented in

chapter 8 of [24].

Overdensities δM before photon decoupling led to sound waves propagating

through the tightly coupled baryon and photon medium. Dark matter played a

gravitational influence on the distribution of the medium, but is not coupled to

other particles electromagnetically, so the sound waves are related specifically

to the pressure of the baryon-photon medium.

The largest waves were the size of the sound horizon, and constitute the first

acoustic peak (at lowest `). The other peaks are harmonics of the first. These

peaks represent statistical correlations between the density of regions of space

at specific distance separations at the time of decoupling.

The acoustic peaks themselves can be shifted by dark matter annihila-

tion [50]. Also, since the size of the sound horizon is known, it acts as a standard

ruler in cosmology. Therefore, it is a probe of the evolution of the Hubble con-
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Parameter Fiducial Planck CMB-S4 + Planck
100Ωbh2 2.23 ±0.015 ±0.003

Ωch2 0.120 ±0.0014 ±0.0006
H0 67.27 ±0.6 ±0.24

109As 2.1 ±0.03 ±0.021
ns 0.965 ±0.004 ±0.002
τ 0.05 ±0.01 ±0.006

Table 1.2: The six Λ-CDM parameters, with fiducial values, uncertainties
as measured by Planck, and forecasted uncertainty with the ad-
dition of CMB-S4. This table is reproduced from [1], except
that I have updated the Planck column with more recent results
from [6]. There is some redundancy with Tab. 1.1.

stant H, and can be used to constrain cosmological parameters like the behavior

of dark energy.

ΛCDM

Most parameters of interest in cosmology can be calculated from only a few,

given a model. The “standard model” of cosmology today is the Λ-CDM model;

Λ indicates the inclusion of a cosmological constant, and CDM stands for “cold

dark matter” (see Sec. 1.3.3).

The Λ-CDM model calculates all other quantities from only six input param-

eters, listed in Tab. 1.2. They are: The baryon fraction Ωbh2 and the dark matter

fraction Ωch2, the Hubble constant H0 (or alternatively, the age of the universe),

the scalar spectral index ns, and scalar fluctuation amplitude As, and the reion-

ization optical depth τ.

I have already introduced the density fractions and Hubble constant. The

parameters ns and As are related to the power spectrum P(k) by fitting it to a
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power law

P(k) = Askns−1 (1.11)

1.3 Examples of Physics Constrained by CMB Measurement

1.3.1 Inflation

Currently, the most popular theory describing physics of the earliest moments

of the universe is the theory of slow-roll inflation. The simplest version of the

theory suggests the existence of an inflaton field with a nearly flat potential that

constituted the majority of the energy density of the universe at early times. The

flatness of the potential would have caused it to behave like a cosmological con-

stant, increasing the scale factor a exponentially. After a expanded by a factor1

of between ∼ e47 and ∼ e57, the field entered a part of the potential that was no

longer flat and dropped to near zero energy density. In doing so, it deposited

its energy into other fields, generating what became the contents of the universe

today [63][24].

If inflation occurred, it explains a number of observations about the uni-

verse. If there were any energy density in the universe prior to inflation, includ-

ing due to curvature, it would be spread to practically zero density by the rapid

expansion. Inflation would also provide a mechanism for thermally equilibrat-

ing distant parts of the universe with each other at early times, even if they are

currently spatially separated by more than their cosmological horizon [63].

1This figure is estimated by Sec. 2.5 of [1], and makes certain assumptions stated therein.
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Inflation would have expanded small-scale quantum fluctuations to large

scales, seeding cosmological-scale perturbations to the metric of space-time and

the Einstein energy-momentum tensor. These perturbations formed the large-

scale structure we see today.

Importantly, tensor perturbations to the metric are only contributed to by

the gravitational wave equation. Simultaneously, primordial B-modes are only

contributed to by tensor perturbations to the metric. Therefore, detection of pri-

mordial B-mode polarization on large angular scales (see Fig.1.2) in the CMB

suggests the existence of primordial gravitational waves, as predicted by infla-

tion [63]. There is currently no direct evidence for inflation, so such a discov-

ery would be groundbreaking to the field of cosmology. However, secondary

anisotropies such as gravitational lensing can also create B-modes. Polarized

dust emissions can contribute to a measured B-mode signal too, so the removal

of the polarized dust foreground has become an important aspect of the search

for primordial B-modes in recent years [38].

1.3.2 Neutrinos

Neutrinos are lightweight particles that interact through the weak nuclear force

and have a very low interaction cross-section except at extremely high energies.

In the standard model of particle physics they are massless, but neutrino oscil-

lation experiments imply that they have a nonzero mass.

There are three flavors of neutrinos, each corresponding to one of the three

leptons: electron, muon, and tau, although for neutrinos, mass eigenstates are

not flavor eigenstates (this is what leads to the oscillations in free space). The
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Figure 1.2: Temperature, E-mode, and primordial B-mode power spectra.
In the case of the B-modes, two different predictions are shown
based on different values of the tensor-to-scalar ratio r. The
“lensing B-modes” curve is contribution to B-modes due to
gravitational lensing of the E-modes. It is only at low ` that
the primordial B-modes dominate. Figure is from [1].

mass difference between the mass eigenstates is known: ∆m2
21 = 7.53 ± 0.18 ×

10−5 eV and |∆m32|
2 ≈ 2.5 × 10−3 eV. However, the absolute masses are not yet

known [58].

Cosmology is sensitive to the sum of the neutrino masses,
∑

mν. The mass

differences place a lower bound on this value of ∼ 58 meV in the case of a “nor-

mal” hierarchy, and ∼ 105 meV in the case of an “inverted” hierarchy [1].

Because they are so lightweight, neutrinos behave like relativistic matter at

early times, contributing to Ωr and free-streaming out of gravitational poten-
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tials. Much later, as the universe’s neutrino content cools, they behave more

like ordinary matter and contribute instead to Ωm. This transition occurs when

the neutrino kinetic energy is of the order of the rest mass, so any phenomenon

sensitive to this behavior of neutrinos is, in principle, sensitive to the neutrino

mass.
∑

mν can be probed through measurements of the CMB via the kSZ ef-

fect [48] and CMB lensing [21]; see Fig. 1.3.

Another cosmological probe of neutrino physics is measurement of Neff, the

effective number of neutrino species. Probes of Neff target the early universe. It

is defined in relation to the radiation energy density:

ρr =
π2k4

b

15~3c3

1 +
7
8

(
4

11

)4/3

Neff

 T 4
γ (1.12)

Under the approximation that neutrino decoupling (due to freeze-out) is instan-

taneous, Neff is exactly 3. Since neutrino decoupling is not instantaneous, Neff is

really about 3.046. A measured deviation of Neff from this value would suggest

the existence of additional non-interacting massive particles, such as “sterile”

neutrinos or light relics from other beyond-standard-model particles [2].

Unlike photons in the early, ionized universe, neutrinos do not inter-

act much, so they can travel freely through space at speeds that exceed the

sound speed. Their mass distribution still affects other particles gravitationally,

though, so they have an effect on the amplitude and phase of the acoustic peaks

in the CMB power spectrum [27]; see Fig. 1.4. This effect is distinguishable from

other influences on the peaks, and is most apparent at high `.
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Figure 1.3: Above: Effect of
∑

mν on the pairwise kSZ velocity. V(r) is the
average relative motion of a pair of galaxy clusters separated
by distance r. V(r) can be measured through the kSZ effect.
Plot is from [48]. Below: Effect of

∑
mν on the matter power

spectrum, from [2].
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Figure 1.4: Effect of Neff on the CMB power spectrum; y-axis is K` ≡ `(` +

1)/(2π)C` times a function exponential in `. The top panel holds
the baryon density, matter to radiation ratio, and horizon at
recombination fixed. The middle panel also fixes the photon
damping scale. The bottom panel normalizes all three curves
to the fourth acoustic peak. Figure is taken from [27].

1.3.3 Dark Matter

Most of the matter content of the universe seems to consist of beyond-standard-

model particles that do not appear to interact electromagnetically, but do in-

teract through gravitation. They are called, appropriately, dark matter. These

particles have not been detected in any laboratory, but astronomy and cosmol-

ogy provide convincing evidence of their existence. Dark matter was originally

hinted at by studying the motion of objects within galaxies. Later, the gravita-

tional influence of dark matter could be detected more directly through gravi-

tational lensing. Dark matter also influences the shape of the CMB power spec-

trum.

The fundamental nature of dark matter is not yet known. However, that
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does not mean there are not constraints on the nature of dark matter. Like

other particles, the Boltzmann equation Eqn. 1.2 determines the concentration

of dark matter today. Since this is a known quantity that depends on the in-

teraction cross section 〈σv〉 and dark matter particle mass mχ, these parameters

are already constrained for any dark matter candidate [24]. Also, dark matter is

“cold,” in that its kinetic energy is low enough that it doesn’t behave relativisti-

cally; i.e. it contributes to Ωm and not Ωr. Currently, the two most popular dark

matter models fall into one of two categories: Axion dark matter, and WIMP

(weakly interacting massive particle) dark matter [1].

WIMPs, as the name implies, interact through the weak nuclear force. If

dark matter is made of WIMPs, they may have a self-annihilating reaction that

introduces energy into the universe at some low rate proportional to 〈σv〉/mχ.

The additional energy increases the photon abundance at recombination, shift-

ing the equilibrium point in the Boltzmann equation. This introduces a small,

extra abundance of ionization, which suppresses the power spectra at large `

and shifts the acoustic peaks by broadening the surface of last scattering [50].

Axion dark matter encompasses a large number of different models covering

a wide range of masses (perhaps2 10−33 to 10−20 eV). In some cases, axions have

degeneracy with the neutrino parameters mentioned in that section,
∑

mν and

Neff; whether or not this is true depends on the axion mass [1].

2Wider ranges could be possible, but this is the mass range considered by [1]
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1.3.4 Dark Energy

The ΩΛ term in the Friedmann equation (Eqn. 1.1) describes the dark energy con-

tent of the universe. It behaves like a “cosmological constant” that has constant

energy density throughout space, regardless of any expansion. This behavior

causes the scale factor to expand exponentially. ΩΛ is small enough that it has

only made a significant contribution to a at more recent times, so it shouldn’t

affect the primary anisotropies. However, the effect of dark energy can be mea-

sured through secondary anisotropies.

One interesting question to address about dark energy is whether or not it is

genuinely a cosmological constant, or if this is only approximate. Specifically,

for each term in Eqn. 1.1, the exponent of a is related to the equation of state

for the fluid described in the term. The equation of state w ≡ P/ρ relates the

pressure P to the density ρ, and fits into the exponent like so:

ρ ≈ ΩXa−3(1+w) (1.13)

for some component X [24]. In the case of a cosmological constant, w = −1, an

expression of the fact that dark energy exerts negative pressure. It may not be

so simple, and one easy expansion of this model assumes that w is dependent

on redshift z like

w(z) = w0 + wa
z

1 + z
(1.14)

for some w0,wa. Precision measurements of H over time could reveal a z depen-

dence in dark energy.

The SZ and lensing effects mentioned in Sec. 1.1.2 are both sensitive to dark

energy [55][47]. Additionally, there are models of dark energy that invoke a new

beyond-standard-model scalar field [13]. Such a scalar field would introduce
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cosmic birefringence, introducing CT E and CT B cross-correlations and would be

an exciting indication of new physics [37].

1.4 Conclusion

There are many other things that can be studied through CMB measurements,

and I have presented a few of the most interesting. There are clearly a wide

range of physical models that can be explored with these instruments, capable

perhaps of answering questions about the structure and origin of our universe.

The final chapter, Ch. 6, will present the forecasts for current and next genera-

tion telescopes’ sensitivity to these phenomena. The intervening chapters will

discuss aspects of the instrumentation deployed on these telescopes. The devel-

opment of this instrumentation provides a technically challenging and exciting

field of study irrespective of cosmology.
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CHAPTER 2

TRANSITION EDGE SENSORS

2.1 Introduction

A transition edge sensor (TES) is a superconducting material, electrically biased

onto its superconducting transition, and thermally linked to a constant temper-

ature heat bath. Since the TES is operated on the superconducting transition,

its electrical resistance changes drastically if photon energy is deposited in it,

providing a mechanism of detection. TESes provide a particularly high signal

to noise ratio compared to other sensor technologies, making them useful for

scientific research, despite their cryogenic requirements.

A TES can be operated either as a calorimeter (usually in an X-ray detection

context) or a bolometer (usually in the millimeter and submillimeter range).

Modern CMB telescopes typically use either TESes or magnetic kinetic induc-

tance detectors (mKIDs), with TESes usually being more sensitive, but mKIDs

easier to manufacture and read out. TES bolometers have been successfully de-

ployed on ACT [41], the Simons Observatory [56], BICEP [35], and many other

CMB observatories.

Modern TES readout involves voltage-biasing the TES, and reading the cur-

rent through the TES by inductively coupling it to a SQUID. This method has

good noise properties and proper impedance matching. There are a number of

SQUID-based readout schemes used with these sensors today, including time

domain multiplexing (TDM) [10], digital frequency domain multiplexing (df-

MUX) [44], and microwave multiplexing (µ-MUX, which is technically also a
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type of frequency domain multiplexing) [45].

At Cornell, TES prototypes fabricated at NIST, Berkeley, and HYPRES/SeeQC

corporation were tested for the Simons Observatory. The characterization of

these devices is an ongoing process that informs fabrication of the devices it-

eratively. This testing is thoroughly presented in [56], along with the results.

The material will be reiterated here. The Simons Observatory will deploy over

60,000 TES bolometers in its polarization-sensitive focal planes [49]. These de-

tectors will be split into six bands: “low frequency” LF-1 at ∼27 GHz and LF-2

at ∼39 GHz, “medium frequency” MF-1 at ∼93 GHz and MF-2 at ∼145 GHz, and

“ultra-high frequency” UHF-1 at ∼225 GHz and UHF-2 at ∼285 GHz [56].

In this chapter, I begin by describing the theory of TES operation. I then

describe the specific methods used to test the TES devices for the Simons Obser-

vatory. Finally, I will present the most current results of those tests.

2.2 TES Theory

As a superconductor passes through its superconducting transition temperature

TC, it rapidly transitions between the superconducting zero electrical resistance

state and a state with nonzero resistance. The slope of the resistance versus

temperature curve is extremely steep on that superconducting transition, so that

even a small change in temperature leads to a relatively large change in electrical

resistance. This phenomenon makes for a good sensor, and is the basis for the

TES. Fig. 2.4 is an example of a resistance vs temperature measurement of a

TES showing this superconducting transition. A thorough introduction to TES

theory is described in [36], but here I will describe the most relevant portions
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Figure 2.1: Photograph of a TES. This particular TES was fabricated at
NIST. Traces and waveguides entering from the edge of the
photo cross onto the bolometer island, where heat from the
photons is dissipated. The traces are part of the TES bias line
and pass through the superconducting element. Additional
heat capacity on the bolometer island can control the heat ca-
pacity C, and the leg geometry affects the thermal conductance
to the bath G.

for this chapter.

The total power into the TES is

PTES = Pel + Pγ − Pbath (2.1)

where Pel is the electrical power into the TES due to its voltage bias, Pγ is the

power of photons dissipated in the TES, and Pbath is the thermal power flowing

to the temperature bath [36].

By voltage-biasing the TES, the electrical power becomes Pel = V2/RTES, so
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Figure 2.2: Photographs of TES test chips that were tested at Cornell for
the Simons Observatory. Top: Ultra-high frequency (UHF) sin-
gle pixel from NIST, with a quarter for scale. The central cir-
cular ortho-mode transducer is capable of collecting photons,
which travel along a waveguide to TES bolometers near the
edge of the rhombus. Many such rhombuses will be tessellated
to form a detector array. Bottom: TES test die from Berkeley.
This chip contains 16 distinct TES bolometers, each with differ-
ent properties. In this case, the leg length of the TES is varies
across the chip. Such chips are useful for probing the parame-
ter space of physical characteristics in order to inform TES de-
sign.
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the electrical power decreases as the TES resistance increases. This action serves

to keep the TES on its superconducting transition. This voltage-biased arrange-

ment is often called “negative electro-thermal feedback.”

The relationship between the TES temperature, the bath temperature, and

Pbath is well described by a power law,

Pbath = k(T n − T n
bath) (2.2)

Here, the constant k is related to both the exponent n and the thermal conduc-

tivity to the bath G by G = nKT n−1. T means the temperature of the TES, and

Tbath is the temperature of the bath.

We can relate the TES power to its temperature with PTES = CdT/dt in

Eqn. 2.1. This yields a differential equation in T (t) with a general solution from

which the TES thermal time constant τ ≡ C/G emerges. The heat capacity C is

taken to be the heat capacity of the entire bolometer island. The thermal con-

ductance G is due to bolometer legs connecting this heat capacity to the bath.

The heat capacity can be controlled by manipulating the mass and type of ma-

terial on the bolometer island, and the thermal conductance can be controlled

by manipulating the leg geometry.

The TES is voltage-biased with a circuit like that in Fig. 2.3. In addition

to the thermal differential equation, the TES is also modelled by an electrical

differential equation

L
dI
dt

= V − IRL − IRT ES (T, I) (2.3)

where L is the total inductance of the circuit, I is the current through the TES,

V is the bias voltage, RTES is the resistance of the TES, and RL is the equivalent

load resistance, equal to the shunt resistance plus any parasitic resistance in the

25



Figure 2.3: TES bias circuit. The circuit is current biased, but the shunt re-
sistance voltage biases the TES. The TES is in series with the
SQUID input coil. In a multiplexed system, many of these cir-
cuits can be chained together in series, allowing a large number
of TES devices to be measured on a single TES bias line.

circuit. A similar method to solving the thermal equation yields an electrical

time constant, τel = L/(RL + Rdyn) where Rdyn = ∂V/∂I is the dynamic resistance

of the TES at constant temperature.

The electrical and thermal differential equations can be linearized under ap-

proximation, then coupled to form a system of linear partial differential equa-

tions. The full solution is presented in [36]. The general solution is a linear

combination of eigenvectors, each multiplied by a term exponentially decaying

in time with time constants τ+ and τ−.

If L is small so that τ+ � τ−, then τ+ ≈ τel and τ− ≈ τeff (the effective thermal

time constant, see Sec. 2.6). The stability of the TES can be related to these time

constants; if a runaway solution occurs, rather than a decaying solution, the TES
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will be unstable and not useful for making measurements. Simons Observatory

TES devices are overdamped, so they are stable if the TES resistance is suffi-

ciently large compared to the total load resistance. Details of the relationships

between these variables, as well as details about the stability conditions, are

outlined in [36], and are beyond the scope of this introduction; my aim here is

mainly to convince the reader of the significance of measuring these parameters

and ensuring that they are within specification for nominal performance.

Finally, a comment on noise performance of the TES. Obviously, along with

creating a stable detector, minimizing noise is of supreme practical significance.

Again from [36], the noise is the sum of four terms: the TES Johnson noise

S PTES(ω), the power noise S PL(ω), the thermal fluctuation noise S PTFN , and the

power-referred amplifier noise S Pamp(ω). In [30], the TES noise is shown to dom-

inate over the readout noise for ACT. These noise terms increase with temper-

ature, current, and electrical resistance, so each of those variables should be

minimized within the limits of fabrication and the readout electronics.

2.3 Detector Testing and Parameters

In the following sections, I will describe the methods of testing used to char-

acterize the Simons Observatory prototype TES detectors at Cornell. These pa-

rameters are extracted from the tests, and useful in informing TES design and

fabrication:

• TC - Superconducting transition temperature. Lower TC suppresses detec-

tor noise, but requires additional cooling power.
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• RN - Normal resistance. The resistance of the TES in its normal (non-

superconducting) state must be properly matched with the readout circuit.

Lowering the resistance increases the power to current responsivity of the

TES suppressing the SQUID readout noise relative to the TES noise.

• Psat - Saturation power. This is equal to Pel + Pγ in Eqn. 2.1, although for

these dark tests, Pγ = 0. Psat is a function of temperature that follows

Eqn. 2.2, but is often expressed at 100 mK.

• G - Thermal conductivity coupling the bolometer island to the bath. A

larger G decreases the thermal time constant τ. G is also present in Eqn. 2.2

as a factor in k, so it plays a role in the bias power of the TES as a function

of temperature.

• τ - Thermal time constant. In SO detectors, this time constant is slow rel-

ative to the electrical time constant; it is slow enough that it can be effec-

tively resolved by the bias step measurements described in Sec. 2.6. The

TES signal decays to its input power with this time constant. The thermal

time constant must match the expected rate of change of the input signal,

but it also plays an important role in detector stability.

• C - Heat capacity of the bolometer island. Measurements of G and τ reveal

this parameter, which can be adjusted in order to affect τ.

• n - The exponent in Eqn. 2.2. This is highly degenerate with k in Eqn. 2.2

when fitted; this degeneracy is elaborated on in Sec. 2.5.

All tests were performed in a BlueFors dilution refrigerator. The refrigerator

has a thermometer and heater on its mixing chamber stage, where the test is

performed, that allows servoing to a fixed temperature. Except for the four-

lead resistance measurements (which use their own custom PCB), all tests were
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performed using the MCE time-domain SQUID multiplexing (TDM) system,

with custom PCB and 200 µΩ shunt resistance. This is the same TDM readout

system described in detail in Chapter 3.

2.4 Four-Lead Resistance Measurements

The simplest cryogenic test performed on the prototype Simons Observatory

TES detectors was the four-lead resistance measurement. This test is capable of

determining TC and RN . Although these parameters are also determined by the

IV measurements described in Sec. 2.5, the four-lead resistance measurements

are easier to perform, are more often successful in extracting meaningful data,

and require less time to measure and analyze. Therefore, testing on a particu-

lar TES type will usually begin with a four-lead measurement in order to yield

quick, definitive results. In fact, if a device fails to operate well with the TDM

readout system used in the other tests, the four-lead resistance measurement

may be the only measurement taken of that device. This is most likely to oc-

cur if TC (or in principle RN , though I have not experienced this situation) is

sufficiently off target.

The test involves choosing an excitation current for the four lead measure-

ment, which ideally should be well below the critical current of the detector. The

temperature is set, and several resistance readings taken in order to get a statis-

tical error bar. Then, the next temperature is chosen. Temperatures are selected

in order, with fine steps. The entire process can be refined by then repeating

with multiple excitation currents. A higher excitation current will reduce the

statistical error bar, but reduces the measured TC since critical current is a func-
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Figure 2.4: Four-lead resistance versus temperature measurement of a
NIST UHF v1 TES showing the superconducting transition.
Statistical error bars are shown on each data point. Three exci-
tation currents are shown. A larger excitation current reduces
the size of the error bar, but artificially suppresses measured
TC, since a larger excitation current will exceed the supercon-
ducting critical current at a lower temperature. As excitation
current decreases, measured TC approaches the zero current
limit.

tion of temperature. An example of this kind of data is shown in Fig. 2.4. An

example of TC and RN measurements as a function of TES geometry is shown in

Fig. 2.6.

2.5 IV Measurements

IV data refers to current vs voltage curves for the TES devices under test as they

cross the superconducting transition. Taking these curves is part of the standard
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Figure 2.5: The four-lead resistance measurement PCB installed in the di-
lution refrigerator. Seven TES test chips from Berkeley are in-
tegrated. The custom connector and wiring at the top of the
PCB routes the eight available channels into a Lakeshore 370
resistance bridge.

data acquisition protocol for telescopes in the field, so the MCE software is al-

ready equipped to take such cuves with ease and calculate several parameters

based on these curves.

First, the dilution refrigerator is set to a fixed temperature. Then the TDM

readout is tuned as described in Sec. 3.4. The SQ1 stage is servoed throughout

the rest of the process. Then, each TES bias line is set to some large value to

drive all of the TESes on that bias line normal. The voltage through the TES bias

line is decreased to zero, which brings the TES through the superconducting

transition. Meanwhile, the SQ1 servo records the current through the TES.

31



Figure 2.6: Measurements of TES bolometers manufactured by
HYPRES/SeeQC demonstrating how TC and RN proper-
ties change as a function of the TES geometry. These data were
acquired by IV measurement, but could just as easily have
been acquired by 4-lead measurement. Left: TES TC vs width,
which changes due to the proximity effect of the Niobium
leads. Right: TES RN vs the TES width to length ratio. Plot
originally published in [56].

This process is repeated at many different temperatures. Near the transition

temperature, it is beneficial to record data somewhat finely; for example, with

1 mk steps. An example of this IV data for one detector is shown in Fig. 2.8. The

resistance of the TES as a function of electrical power is also shown.

Notice that, in the IV curves, there is a very steep slope at low voltage bias,

which corresponds to the superconducting portion of the curve. At higher volt-

age, there is a linear region with a shallower slope. This is the normal resis-

tance portion of the curve. The superconducting transition is a region of neg-

ative slope. The negative slope happens because as the voltage drops across

the transition, the resistance of the TES decreases quickly, diverting more cur-

rent through the TES instead of the shunt resistor. Once the TES is completely

superconducting, the resistance of the TES branch of the circuit is once again

constant, so the current reduces in proportion to the voltage just as it did when

the TES was resistive.
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Figure 2.7: TDM test PCB, installed in the dilution refrigerator, with var-
ious TES test chips integrated. Compare with Fig. 3.4, when
no TES test chips were installed. Typically, interface chips and
TES test die or single pixels are integrated between the columns
of mux chips. That is also true in this case, but here I also
show larger, low frequency chips that are too big to fit between
columns integrated beneath them instead.

Fig. 2.8 also has resistance vs power plots, calculated from the IV plot data.

To calculate this, first the IV curve must be forced to intercept the point (I,V) =

(0, 0); it will have an arbitrary current offset due to the SQUID readout. Then the

resistance is the ratio of the current and voltage, and the power is their product.

Notice that, from the resistance vs power curve, it is easy to see both the normal

resistance RN of the TES (it is the horizontal region of the curve at high TES

power) and the saturation power Psat (it is the vertical region where the curve

passes between zero resistance and RN , which indicates the transition).

The normal resistance is consistent across all temperatures, as seen in the

resistance vs power plot of Fig. 2.8. The average of all of these horizontal regions

is taken to get a measurement of RN from the IV data. This measurement of RN

can be compared with four lead resistance measurements to ensure consistency.
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Figure 2.8: TES IV data for a HYPRES/SeeQC long leg TES across many
temperatures. Top: IV. The linear portion that takes up most of
the X range is the bias at which the TES is in the normal state;
the critical current has been exceeded. The very steep slope
at low currents is the superconducting region. The region of
negative slope is the superconducting transition. Bottom: TES
resistance vs power for the same data set. From this plot, it’s
easy to extract both the normal resistance (the horizontal por-
tion of the curve) and the saturation power (the vertical portion
of the curve).
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Since these data are taken at many temperatures, Psat can be extracted from

the IV data and plotted as a function of bath temperature. These data are then

fit to Eqn. 2.2. In this fit, TC and k are allowed to float, but n is assumed to be

some value, and then fixed. This is because k and n are highly degenerate; that

is, by changing one of the two, a corresponding change in the other will result

in nearly the same χ2 during standard fitting algorithms. The result of trying to

fit for both k and n simultaneously is fitted parameters that vary wildly and are

inconsistent across data sets.

The value of n is assumed to be the target value for the fit, usually. If this

value is incorrect, the curvature of the data will not match the curvature of the

fit, which can be seen by eye. If a measurement of n is desired, then n can

still be fixed during the fit, and the fit can be made for a range of values of n

independently. The χ2 is calculated for each n, and the fit is chosen that uses

the value of n that minimizes χ2. This method removes some of the chaos of

fitting multiple degenerate parameters simultaneously at the cost of additional

computation time.

These fits allow extraction of TC, Psat at 100 mK, and G (since it is calculable

from TC and k). Since IV data allows extraction of four (when RN is included)

useful parameters, it is one of the most important data sets that can be taken

during characterization of the TES. An example of some of these fits for a num-

ber of devices can be seen in Fig. 2.9.

Fig. 2.9 also demonstrates how detector characterization can directly inform

fabrication of the next iteration of devices. Each of these devices from Berkeley

are identical except for the length of the four legs connecting the TES bolometer

island to the thermal bath. The saturation power at 100 mK is proportional to
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Figure 2.9: Top: Example fits of Psat vs temperature data. This is for set of
Berkeley TES devices with varying leg lengths. This is a fit to
Eqn. 2.2, and allows extraction of G and TC. Bottom: Psat vs in-
verse leg length for the same Berkeley devices. Here, multiple
examples of each leg length are shown. Psat scales as the TES
leg cross sectional area over the leg length, but each of these
devices has the same cross sectional area. Both top and bottom
were previously published in [56]
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the cross sectional area of the legs (A) divided by the length of the legs (l), since

it depends on G which is determined by the leg geometry. Fitting Psat vs A/l

allows the Psat to be precisely tuned for a given TES design by altering the leg

geometry in a known way.

2.6 Bias Step Measurements

The thermal time constant of the detector τ ≡ C/G is, in the case of the Simons

Observatory detectors, much longer than the electrical time constant. It is long

enough that it can be well resolved by the sampling rate of the MCE. By combin-

ing the measurement of τwith a known G (obtained from the IV measurements),

the heat capacity C can be calculated. This heat capacity can then be adjusted

in fabrication by adding or removing thermal mass from the TES bolometer is-

land in order to speed up or slow down the time constant and match it with the

optimal rate for data acquisition.

In the field, τ mostly measures the response of the detector to a change in

input power Pγ; however, any change in PTES from Eqn. 2.1 will result in an

equivalent change. Therefore, at constant bath temperature for dark detectors

in the laboratory, we simulated a Pγ signal by modulating Pel, the electrical bias

power of the TES.

Stepping the TES bias voltage by a small amount provides a sharp, distinc-

tive change in input signal. An exponential function can be fit to the SQ1 feed-

back signal to yield the effective thermal time constant. In practice, the first few

samples of this must be discarded, because they will also be modulated by the

electrical time constant. The electrical time constant can’t also be extracted in
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this case, because it is usually too fast to provide enough samples for a good fit.

Since the voltage step is small, the TES stays approximately at the same point

on the superconducting transition. Feeding a square wave into the TES bias line

provides multiple steps that can be averaged, and provides both an upward and

downward stepping measurement.

The effective thermal time constant, τeff, is extracted from this measurement;

τeff is the effective thermal time constant under negative electrothermal feed-

back. The detector response is often expressed in terms of f3dB instead of τ,

defined as

f3dB ≡
1

2πτeff
(2.4)

The quantity f3dB can be fit well to the model

f3dB = A + BP
2
3
bias (2.5)

where A and B are the fit parameters. The natural thermal time constant τ ≡ C/G

is extrapolated from this fit by setting Pbias = 0 to remove the effects of the

negative electrothermal feedback.

The bias step measurements require the TES to behave well, so only a mature

detector technology can be accurately measured this way. Therefore, only the

NIST UHF detectors underwent bias step measurements.

2.7 Noise Measurements

If a detector functions well enough to take data, then noise spectra can be ac-

quired. With the temperature fixed, the dilution refrigerator’s heater was set to
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constant power mode (which is atypical; usually it is servoed with a thermome-

ter) and allowed to equilibrate in order to minimize thermal drift in the data.

The TDM was tuned and an IV acquired in order to prepare the detectors for

data acquisition. The detectors were biased to a specific fraction of their nor-

mal resistance. Then, data were sampled from the detector at 3200 Hz for one

minute.

The detectors were not exposed to light, so if they are also held at constant

temperature in thermal equilibrium with the bath, and pickup from external

sources is negligible, then the data stream from the detector should be noise

from the detector and readout system. The detector noise can be demonstrated

to be much greater than the readout noise by comparing noise spectra of chan-

nels with detectors to channels with no detectors. Since the spectra are dom-

inated by detector noise, the use of the TDM readout system to acquire noise

data is justified, even though the Simons Observatory will use the µ-MUX ar-

chitecture.

Data streams are acquired for each detector at many different fractions of

normal resistance. Then, a sixth degree polynomial fit is subtracted from each

data stream to remove any remaining thermal drift. This polynomial subtrac-

tion will only affect the noise spectrum in the 1/ f regime. If the detector is

appropriately biased on the transition, then the noise should be approximately

constant when the frequency is of order 10 Hz to 100 Hz. Much below this, 1/ f

noise dominates. Above this, the data begin to be affected by the high frequency

roll off from the low-pass filtering of the TES circuit’s L. In some cases, extra in-

ductance can be added to the circuit intentionally to reduce aliasing noise.

A TES noise spectrum within the 10-100 Hz range should be comparable
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Figure 2.10: Noise measurements for one NIST UHF-1 v2 TES at various
percentages of normal resistance, at 100 mK. The data were
sampled at 3200 Hz. A DC approximation of thermal fluc-
tuation noise (TFN) is shown (solid red line) and is consis-
tent with the measured noise level between a few to 100 Hz.
The photon noise level for UHF-1 on the SAT is expected to
be greater than 60 aW/Hz1/2 (dashed red line) [5]. The fact
that the measured dark detector noise is significantly less than
the expected photon noise suggests that these detectors will
be photon-noise limited when deployed. Figure and caption
originally published in [56].

with the thermal fluctuation noise from [36]:

PTFN =
√

4kbT 2GFlink (2.6)

where kb is Boltzmann’s constant, and Flink is an order 1 factor. I assume Flink = 1

in all calculations. It is typically between 0.5 and 1 [36], so this estimate may be

slightly high.
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2.8 Results

The devices tested were fabricated at NIST, Berkeley, and HYPRES/SeeQC cor-

poration. The Berkeley and SeeQC chips share a common design, though they

were fabricated at different facilities. The NIST devices do not share a de-

sign with the others. This is partly due to the design heritage of the devices

- NIST has previously fabricated bolometers for ACT, while Berkeley has fab-

ricated devices for POLARBEAR. However, design standardization was not

possible due to the different approaches each facility uses to thermally isolate

the bolometer island. NIST uses deep reactive ion etching, while Berkeley and

HYPRES/SeeQC use Xenon diflouride etching.

The target TC and RN for Simons Observatory devices are both well below

that of previous detectors fabricated at Berkeley. Therefore, the Berkeley and

HYPRES/SeeQC devices are less mature and have so far only been subject to

four-lead resistance and IV measurements. The NIST devices have undergone

all four types of described tests: four-lead, IV, bias step, and noise. NIST has

fabricated exclusively ultra-high frequency (UHF) devices for the Simons Ob-

servatory, although NIST does have experience fabricating similar, lower fre-

quency detectors for ACT. The Berkeley design will be used for low-frequency

(LF) devices, pending successful tests.

Target parameters for Psat and τ are listed in Tab. 2.1. Results from IV mea-

surement of NIST UHF detectors are summarized in Tab. 2.2. The TC and RN

results from the four lead resistance measurements were consistent with the IV

measurements and so are not explcitly listed here.

Results from bias step measurements of the NIST UHF detectors are shown
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Frequency Parameter Target Variation
MF-1 (93 GHz) Psat(100mK) 4 pW 3-5 pW

τeff 0.61ms 0.37-1.1 ms
MF-2 (145 Ghz) Psat(100mK) 6.3 pW 4.7 - 7.9 pW

τeff 0.53 ms 0.32-0.96 ms
UHF-1 (225 GHz) Psat(100mK) 16 pW 12-19 pW

τeff 0.36 ms 0.2-0.65 ms
UHF-2 (285 GHz) Psat(100mK) 24 pW 18-31 pW

τeff 0.31 ms 0.18-0.57 ms
All TC 160 mK

RN 8 mΩ

Table 2.1: Current SO targets for some of the measured parameters in var-
ious bands. Psat targets, are chosen based on loading estima-
tion for bands; noise targets are motivated by sensitivity require-
ments; τeff targets are motivated by the expected rate of change
of the TES input signal. TC was chosen for use in dilution re-
frigerator systems. RN was chosen to match with the microwave
readout system described in [45]. We have omitted the low fre-
quency (LF) bands as their target parameters have not been suf-
ficiently determined as of this writing. Table and caption modi-
fied from original table published in [56]

Parameter Target Measured, v1 Measured, v2
Tc 160 mK 186 mK 166 mK
Psat 225 GHz 12-19 pW 26 pW 18 pW
Psat 285 GHz 18-31 pW 30 pW 24 pW
Rn 225 GHz 8 mΩ 7.1 mΩ 7.8 mΩ

Rn 285 GHz 8 mΩ 7.6 mΩ 7.9 mΩ

Table 2.2: Some measured parameters from NIST UHF detectors com-
pared to their target ranges as gathered from IV analysis. Psat

values are listed for a bath temperature of 100mK. Measure-
ments are presented for both v1 and v2 detectors. In each case,
the v2 value is closer to the target. Table and caption originally
published in [56]
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in Fig. 2.11. The bias step measurements show that the thermal time constant

has improved between v1 and v2 by removing some heat capacity from the

bolometer island, but a v3 detector should speed up these detectors further.

The IV measurement results show that TC was slightly high in v1, which is the

likely cause of a high Psat. The TC is much closer to target in v2, and thus, so is

Psat.

Fig. 2.10 shows an example of noise spectra. Data from a single detector

are shown, at multiple fractions of normal resistance, at 100 mK. The thermal

fluctuation noise from Eqn. 2.6 and the photon noise from [5] are also shown.

These spectra were calculated for a large number of NIST UHF detectors for the

Simons Observatory, and a histogram of these noise levels is visible in Fig. 2.12.

The same detector may appear in the histogram multiple times, because each

measurement (one combination of detector, bath temperature, and fraction of

normal resistance) counts as a single datum in the histogram.

Some Berkeley IV results are shown in Fig. 2.8. RN for these devices has been

consistently nominal. The range of saturation powers explored are appropriate

for MF or LF band detectors. Notice the Psat vs Tbath plot shows that TC for

these detectors is slightly above 200 mK (each curve crosses the temperature

axis here), which is significantly above the target. The HYPRES/SeeQC devices

show a similar result.

Devices from all three facilities used AlMn sourced from ACI Alloys, Inc.

Even so, the annealing process used to achieve target TC varies between facilities

due to the differences in device design and fabrication processes [56]. Berkeley

is now attempting to produce AlMn in-house. Since these tests were performed,

a number of device iterations have occurred that underwent four-lead resistance
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Figure 2.11: Measurements of f3dB vs Pbias for two detectors. The top is a
NIST UHF v1 detector, the bottom is a NIST UHF v2 detec-
tor. The v2 detectors had some heat capacity removed when
the v1 detectors were measured to have a slow response com-
pared to the target. The v2 detectors are still too slow, but are
closer to nominal. The data are shown with fits to Eqn. 2.5.
Figure is courtesy of Nicholas Cothard and was first pub-
lished in [56].
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Figure 2.12: Histograms of measured NEP for NIST UHF detectors. In
these histograms, each detector was measured at various tem-
peratures and fractions of normal resistance, and each mea-
surement counts as a point on the histogram. In total, there
are six independent physical detectors measured. The ther-
mal fluctuation noise (TFN) is estimated and plotted as a ver-
tical line for each detector type. The measured noise levels
cluster around (v1) or slightly below (v2) the TFN, suggesting
it is the dominant noise source. The TFN is calculated by us-
ing the average measured G and TC of the devices. The NEP
of the detector is a fit of a constant function to the NEP spec-
trum in the range 10-100 Hz. The TFN calculation assumes
Flink = 1, but Flink may be as small as 1/2 [36]. The UHF-1 v1
detectors were not measured. Figure and caption originally
published in [56]

testing in order to push TC towards the target, adjusting annealing temperature

in order to tune TC. This process is still underway, and the Simons Observatory

collaboration hopes to soon have detectors from Berkeley and HYPRES/SeeQC

that show nominal TC.

These results demonstrate that this testing process has improved the design

of transition edge sensors for the Simons Observatory. These detectors will soon
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be within nominal design parameters.
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CHAPTER 3

TIME DOMAIN SQUID MULTIPLEXERS

3.1 Introduction

Modern CMB telescopes have thousands of transition edge sensors, and mea-

suring each detector with its own set of readout lines quickly becomes unfea-

sible for more than a few detectors. This is due not only to spatial design

constraints, but also the need to decrease the thermal load on the cryogenic

stages. Therefore, multiplexing of transition edge detectors is absolutely es-

sential. There are currently several methods for performing multiplexing and

readout of transition edge sensors. The most mature of these technologies, and

the subject of this chapter, is time domain multiplexing (TDM). In particular,

the Atacama Cosmology Telescope makes use of this style of readout and has

achieved a multiplexing factor of 64 [30]; that is, 64 detectors are read out per

channel. I will describe the specifics of the TDM readout used in in Advanced

ACTPol and the testing procedure that was used to ensure quality of the cryo-

genic readout electronics.

3.2 Superconducting Quantum Interference Devices

The cryogenic portion of TDM circuits are based on superconducting quantum

interference devices (SQUIDs); specifically, DC-SQUIDs. The electronic behav-

ior of DC-SQUIDs is well documented; an overview of SQUID theory is avail-

able in [14] or [19]. DC-SQUIDs have the following basic characteristics that are
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relevant to our discussion:

• A DC-SQUID is a superconducting ring with two Josephson junctions.

• It conducts electricity without any resistance below some critical current

Imin
C .

• Above Imin
C , a voltage drop occurs across the SQUID. The critical current is

a periodic function of the magnetic flux Φ threading the area of the SQUID,

with periodicity equal to a single magnetic flux quantum (Φ0). This makes

the SQUID an extremely sensitive magnetometer.

• There are minimum and maximum critical currents, Imin
C and Imax

C respec-

tively. If a current between these is applied, Imin
C < I < Imax

C , and we mea-

sure the voltage as a function of flux, there is range of flux for which the

SQUID is superconducting (zero voltage drop). Above Imax
C , no such su-

perconducting branch exists.

Much of this behavior is illustrated in Fig. 3.1. In the context of TDM, induc-

tors are used to couple magnetic flux into a SQUID, thus modulating the SQUID

voltage according to the current through the inductor. SQUIDs play essentially

two roles in these circuits. First, they are used as ammeters. To measure the

current through a line, inductively couple it to a SQUID or an array of SQUIDs.

Second, they are used as flux-activated switches (FAS) by taking advantage of

the fact that they can be made either superconducting or resistive depending

on current through a coupled inductor (by biasing the SQUID between Imin
C and

Imax
C ).

Since the SQUID response to magnetic flux is periodic, it is necessarily non-

linear; in fact, it is approximately sinusoidal. In order to correctly infer the cur-
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Figure 3.1: SQUID voltage vs magnetic flux (V-Φ curve) at multiple ap-
plied SQUID bias currents. The x-axis is input current applied
to an inductor coupled to the SQUID, and is proportional to
magnetic flux. As the applied bias current increases, the su-
perconducting portion of the curve shrinks until it disappears
entirely. Figure is from [23].

rent through the coupled inductor and use the SQUID as an ammeter, it is neces-

sary to somehow linearize the SQUID response. In TDM, this is accomplished

by “servoing” [10]. In addition to the SQUID’s input coil inductor, a second

feedback coil is inductively coupled into the SQUID and directly connected to

the warm electronics. The purpose of this feedback line is to cancel any changes

in magnetic flux through the SQUID from the input coil, and thus keep mag-

netic flux constant. By doing this, the SQUID can be kept at a single point on

the V-Φ curve (the position with the steepest slope is usually chosen), called the

lock point. The amount of current in the feedback coil becomes the measured

signal. Note that if the feedback required extends beyond the dynamic range
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of the DAC, then changing feedback by one flux quantum moves the SQUID to

another V-Φ period. This can put the DAC back in range.

3.3 TDM Architecture

The time-domain multiplexing architecture is largely described in [10], but has

been developed since. The second stage SQUIDs (SQ2) mentioned in that text

have been eliminated completely, as described in [25]. Also, the software and

firmware has been modified to increase the multiplexing factor from 33 to

64 [30] by repurposing some of the SQ2 bias lines as additional row select lines.

This did not require a hardware change in the room temperature electronics.

A schematic of the cryogenic portion of the TDM circuit used in this work

can be seen in Fig. 3.2. The portion labeled “SSA” (SQUID Series Array) is a

SQUID servo that reads the current through the SQUID bias line (SQ1B). On

SQ1B, there are a number of SQUIDs (these SQUIDs are called “SQ1”) that are

servoed by the SQ1FB (SQ1 Feedback) line to read current to their input. This

input is connected to a TES, so the SQ1 acts as an ammeter to read the current

through a single TES. Many SQ1s share a single bias and feedback line. Each

SQ1 is in parallel with an FAS, normally kept in the superconducting state, to

keep it from being biased. Current passing through the row select coupled to

an FAS will turn it on and create a voltage drop, driving current to that FAS’s

SQ1 and biasing it on. Each FAS and each SQ1 actually represent 33 SQUIDs in

series, acting effectively as a single unit.

The object described so far, and depicted in Fig. 3.2, is called a “column.”

There are multiple columns; 32 in AdvACT. The row selects for each column
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Figure 3.2: Schematic of the TDM architecture. Variants of this figure from
NIST are common in TDM literature but this particular figure is
from [30]. The blue box contains the elements of a single TDM
mux chip. In AdvACT, six of these are chained in series on a
column to achieve 64 row multiplexing. SQ1B and SQ1FB lines
are electrically closed by wire bonds at the end of the column.
The part of the schematic outside of the blue box represents
the series array circuit at 1 K. There is one series array circuit
per column. See the text in 3.3 for a detailed description of the
circuit.
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are connected in series. One row of each column is read out at a time, and all

columns are read out simultaneously. The room temperature readout electron-

ics, which control the SA Bias, SAFB, SQ1B, SQ1FB, and row select lines, turn on

and read out each row in succession in order to read out all TESes on the array.

Note that this requires six wires per column and two per row, counting both sig-

nal and return. The number of wires required for readout therefore scales as the

number of rows times the number of columns. Roughly speaking, the number

of detectors that can be read out goes as the square of the number of wires.

The portion in the blue box in Fig. 3.2 represents a mux chip. Several of these

can be chained together on a single column. Each is capable of reading out 11

channels. There have been several design variations of these over the years.

The first chips tested for Advanced ACTPol had the “MUX13C” designation

(third design from 2013). Soon after testing began, a “MUX15B” design was

adopted (second design from 2015). The MUX13C chips that were tested were

not deployed, in order to maintain hardware consistency across the array.

A multi-channel electronics (MCE) crate constitutes the room temperature

portion of the TDM readout system and acts as an electronic hardware interface

between the data acquisition computer and the cryogenic superconducting elec-

tronics. The MCE system was developed at the University of British Columbia,

and originally deployed on SCUBA-2 [34]. Advanced ACTPol uses one MCE

crate per detector array [30] for total of three, but in the TES and multiplexing

test apparatus at Cornell, only one MCE crate is necessary.
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3.4 Tuning

In order for the warm readout electronics to set each line to its proper DAC

value to read out a TES, the V-Φ response of each SQUID in the circuit must be

known. The process of measuring these curves is called “tuning” and requires

several specific steps. Some of these steps are represented in Fig. 3.3. The tuning

procedure is described in [9]. The steps of tuning the readout, in order, are:

1. ssa. The V-Φ of the series array SQUID is obtained by ramping current

through the SAFB line. This determines the appropriate current to apply

to SAFB to keep ther series array SQUID locked to the appropriate position

on V-Φ. This is the top plot in Fig. 3.3.

2. rs_servo. The series array SQUID is servoed to read out current on

SQ1B. Notice that the current measured by the series array servo is only

the current that passes through the branch of the circuit entering the multi-

plexing chips and excludes current shunted through the parallel 1 Ω resis-

tor. Current is ramped through each row select line, one at a time. As the

voltage across the FAS changes, the current measured by the series array

changes. This results in an rs_servo curve that can be used to determine

the appropriate current to apply to each row select in order to turn the row

on or off. This is the center plot in Fig. 3.3.

3. sq1servo_sa. The series array SQUID remains locked. Each row is

turned on one by one. While a given row is on, current is ramped through

SQ1FB. The current read on the SQ1B line by the series array is modulated

by the SQ1 SQUID. This results in a measurement of the SQ1 V-Φ and is

used to determine the lock point for the SQ1 so that it can also be used as

a servo. This is the bottom plot in Fig. 3.3.
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Figure 3.3: Some sample plots from tuning. Top: ssa. Middle: rs_servo.
Bottom: sq1servo_sa. These three plots indicate a fully func-
tioning multiplexing channel. On the rs_servo plot, “RS off”
and “RS on” indicate the flux values chosen to turn the FAS
off and on, respectively. A horizontal line has been drawn at
SAFB=0; values near this point represent the superconducting
branch of the FAS. On the sq1servo_sa plot, the lock point
has been indicated.
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4. sq1_ramp. This is the same as sq1servo_sa except that the series array

is unlocked; that is, SA OUT is measured without changing current through

SAFB while current is ramped through SQ1FB as each row is successively

turned on. In practice, I have not used this information except as a sanity

check to confirm sq1servo_sa.

5. sq1ramptes. Now the SQ1 servo is locked and current is ramped

through each TES bias line. The current required on SQ1FB to keep SQ1

locked is the signal. If the TES circuit is connected to the SQ1 input coil

and continuous, the data will show modulation of the SQ1 SQUID.

The ssa and sq1servo_sa are used to determine correct lock points for

their respective SQUID feedback lines. The rs_servo determines the currents

to apply to the row selects to turn each on and off. In addition to determining

these values, each of these curves can be used to identify problems. Typically,

if one stage of tuning fails, all stages after it will as well, and the failure point

can be used to determine the part of the circuit that is causing a problem. Ad-

ditionally, the sq1ramptes stage can be used to determine which channels are

connected and continuous.

Note that one remaining variable is the amount of current that should be ap-

plied to SQ1B, since this is never determined in the tuning process. In practice,

the amount of current to apply is hard-coded. The testing procedure in Sec. 3.5

determines the optimal bias level, chosen to be near Imax
C .
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Figure 3.4: “Single pixel” test board designed for screening and character-
ization of AdvACT TES, mux, and interface chips. The board
allows readout of up to 11 columns and 44 rows (4 mux chips
per column). In this photograph, the board is being used to
screen mux chips to determine if they may be deployed to the
fielded array.

3.5 Multiplexer Chip Screening

For Advanced ACTPol, each multiplexer chip was screened at Cornell prior to

being integrated in any deployed array. Chips that did not perform optimally

were not selected for deployment. Among chips that were deployable, their

properties were characterized in order to inform the multiplexing layout of the

array. In total, over 1000 chips were characterized and about 2
3 were approved

for deployment. In this section, I describe the testing process for these chips.

The chips are integrated with a test PCB depicted in Fig. 3.4. This PCB is
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probed for continuity, to show open lines or shorts between lines. The PCB is

then put in a dilution refrigerator and cooled to 100 mK, the nominal operating

temperature of the detector plane in the telescope.

Once the chips are cold, tuning data is taken and the tuning stages described

in Sec. 3.4 are manually inspected for each channel. The initial tune sets the

SQ1 bias value to a default (2000 DAC Units, or 29.7 µA) that works reasonably

well for most channels. By inspecting the various curves from this initial tune,

a large fraction of the undeployable chips are identified.

Next, full tuning data are taken varying the SQ1 bias from a value at or near

zero to values well above Imax
C . From these data, Imin

C and Imax
C are extracted by

finding the sudden change in slope of the curves in Fig. 3.6. An easy way to do

this is to perform linear regression of SAFB current at low SQ1 bias current to

get the superconducting branch, then subtract this regression line from the full

curve to get an order parameter. Finally, the full tune data vs SQ1 bias can be

used to make three dimensional plots like Fig. 3.5, which neatly summarizes the

data set and allows quick diagnosis of some problems (See Sec. 3.6).

Finally, the full tuning data are taken again, but the flux activated switches

remain off for the entire test by setting the “row select on” value seen in the

row select curve of Fig. 3.3 to zero. The maximum SQ1 bias tested here may be

might higher than in the previous set of tests in order to find the value of IFAS
C,col.

The purpose of this test is to check for “persistence,” a failure mode described

in Sec. 3.6. If persistence is discovered, and the offending channel is identified,

then the chip is marked as unusable. It sometimes occurs that a chip develops

persistence in the field, and in this case, this “FAS off” data might be used to

work around the problem.
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Figure 3.5: Three dimensional plot showing the current through the SQ1
bias line as a function of SQ1FB and SQ1B. Here, SQ1B is the the
bias applied to the multiplexer circuit and parallel 1 Ω resistor.
Since this is measured by the series array, it is in units of SAFB.
The plot is inverted to make it easier to interpret, since SAFB
decreases as SQ1 current increases. The green curve shows the
SQ1 curve near Imax

C . The red curve has a constant flux equal to
the lock point chosen by the MCE. This manifold is generated
by collecting sq1servo_sa curves at many SQ1B points and
treating them as cross-sections.

The test results are put into a database and later used to select chips for array

deployment. The data collected are:

• Test logistics; specifically, the date of testing, test PCB number, date re-

ceived, testing location, and chip identifying information.

• Whether or not the chip is deployable. If not, a reason is given. In some

cases, a failure of another chip on the same row or column can cause the

test to be inconclusive, in which case, the chip is marked to be retested.

• Which other chips were tested on the same row and column.
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Figure 3.6: The minimum and maximum SAFB current to lock the series
array servo while ramping SQ1FB as a function of SQ1 bias
current. The y axis has been inverted, since SAFB decreases as
current through the SQ1 increases. These data are a subset of
the data presented in Fig. 3.5. Vertical lines have been drawn to
show the SQ1 bias values of Imin

C and Imax
C . The linear portion of

the curves at low SQ1 bias current show the superconducting
branch of the SQUID. Above Imin

C , there is at least some portion
of the SQ1 V-Φ that is not superconducting, and above Imax

C ,
there is no superconducting branch. It is easy to see from this
example that the amplitude of the SQ1 curve is maximal near
Imax
C .

• Imin
C for each channel

• Imax
C for each channel

• Row select “on” current for each channel. The “off” value is also collected

but is typically near zero.
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3.6 Failure Modes

In this section, I attempt to categorize failure modes witnessed during testing.

Where applicable, I also identify causes and possible work-arounds.

• Dead SQUID. This will typically manifest as a single channel where one

tuning stage shows only noise in SAFB or SQ1FB. Any tuning stage after

the failed stage will also fail for this channel. This will identify the offend-

ing part of the circuit, but the chip is marked not deployable in any case.

A bad row_select curve indicates a problem with the FAS, and a good

row_select but bad sq1_servosa indicates a problem with the SQ1.

• Open row select. This problem is encountered in warm continuity check-

ing of the test PCB. In fact, it can be caused by continuity checking of the

test PCB if care is not taken regarding probe excitation currents and elec-

trostatic discharge. An open row select on just one column will prevent

the entire row from reading out, so it must be corrected before the test can

continue. The chip is marked bad and the channel is removed by placing

a wire bond that shorts the row select input on the offending column.

• Trapped flux. The superconducting loop that makes up a SQUID will trap

lines of magnetic flux if they are passing through the SQUID when it tran-

sitions from the normal to the superconducting state. This causes a phase

shift of the SQUID V-Φ curve. For a single SQUID, this is not a problem,

but the series array, flux activated switch, and SQ1 SQUIDs are really ar-

rays of 33 SQUIDs (as noted in Fig. 3.2). These SQUIDs typically act in

unison as if they were effectively a single SQUID, but phase differences

between them due to trapped flux can cause the V-Φ seen by the readout
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electronics to take on strange shapes, and can render the channel useless.

Fortunately, trapped flux can be remedied by warming the system above

the superconducting critical temperature (9 K for our Niobium SQUIDs)

and below it again, being careful not to introduce current or magnetic

fields into the system. Sufficient magnetic shielding mitigates this prob-

lem greatly. Unfortunately the process of warming the array above TC and

cooling it again can be quite time consuming, especially in the field. We

call this process “expelling trapped flux.”

• Unusual SQUID curves. A row_select or sq1servo_sa curve looks

qualitatively strange. A strange row select usually causes persistence, see

below. A bad SQ1 might prevent adequate lock, introduce excessive noise

into the system, or lead to unexpected behavior in the signal. These can

be caused by trapped flux or they can be due to problems with the SQUID

itself. If these are seen, an attempt at expelling trapped flux can be made. If

this fails to solve the problem, the chip should be marked bad. The curves

can look unusual in many different ways, and at many points in testing

I saw curves that were unusual in ways I had not seen before, even after

screening hundreds of chips. Since this failure mode is so unpredictable,

it is most useful at this scale of manufacture to individually inspect every

tuning stage for every channel by eye, rather than trying to automate a

detection scheme. Many of the curves were unusual in their period (the

amount of flux equal to 1 Φ0), which may be related to the resistance of a

feedback or row select line.

• Persistence. An FAS may fail to have a superconducting branch; in other

words, IFAS
C,col is less than the SQ1 bias. This is often caused by the above

problem, which may in turn be caused by trapped flux. However, some-
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times it is a permanent feature of the channel. If this happens, the switch

will permanently divert current to its channel’s SQ1, and some of the sig-

nal from that SQ1 will bleed into every other channel on the column. This

is tested for by tuning with all row select currents set to zero to turn them

off. If sq1servo_sa curves are nonzero, there is persistence.

If the level of persistence is relatively low, decreasing the SQ1 bias current

could create a superconducting branch in the FAS while still providing

enough current to bias the SQ1 on. Specifically, this will work if IFAS
C,col > Imin

C

for every channel on the column. However, larger values of IFAS
C,col compared

to Imin
C are preferable. This provides a workaround for this problem in some

cases, if necessary. In other cases, the superconducting branch of the FAS

does not appear above Imin
C , rendering the column useless. If this error

is seen during testing, and flux expulsion does not correct it, the chip is

marked bad and all chips on the same column must be retested.

Because the nonzero sq1servo_sa curve appears on every channel

within a column, it is not entirely straightforward to find the responsi-

ble channel. I know of two approaches, one of which usually works. First,

an unusual row_select on a given channel usually indicates the chan-

nel causing the problem. In some cases, the row_select curves may all

look fairly normal. If that is true, then the amplitude of the sq1servo_sa

curve can be compared across the entire column. The amplitude of the

channel causing persistence is often much higher than the other chan-

nels. Why? When two channels are on simultaneously (both the intended

readout channel and the persistent channel), current is diverted to both

SQ1s, causing excess voltage drop. If the persistent channel only is turned

on, then there is not an extra voltage drop from the second channel, thus
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increasing the current measured by the series array relative to the non-

persistent channels.

• Open input coil. In this case, the input coil that couples the SQ1 SQUID to

the TES is open. All tuning stages will appear normal until sq1ramp_tes.

This problem affects only a single channel and was not explicitly tested for

at Cornell, though it did appear in a small quantity of mux chips tested at

Stanford.

• Shorts. A small number of chips were found to have shorts between two

lines. In one case, this was between the SQ1FB and SQ1B lines, prevent-

ing readout of the entire column. In two other cases, this was a short be-

tween the SQ1B and row select. This failure prevents readout of both the

affected column and the affected row! Therefore, although this problem

was extremely uncommon, it had the potential to disable large numbers

of channels. Fortunately, this problem can be probed for at room temper-

ature. It did not suddenly appear later in chips due to handling or poor

wire bonding, so the initial, pre-cooling continuity check is sufficient to

completely eliminate this problem.

3.7 Testing Results and Chip Selection

Of the 1031 multiplexer chips tested for Advanced ACTPol, 614 were deemed

deployable and 158 failed screening and thus were deemed undeployable. 184

required retesting for one reason or another, but were never retested since

enough chips had become available to integrate all four arrays. The remain-

ing 75 chips passed screening but were of the older “MUX13C” design, and
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therefore not considered for deployment. Chips were undeployable for any of

the reasons listed in the previous section, or too great a variance of Imax
C , or if

IFAS
C,col < 2Imax

C .

A nice cross check that both SQUID design and chip testing are well under-

stood is to compare the ratio Imin
C /Imax

C to the parameter βL ≡ 2LI0/Φ0. Here, L

is the SQUID loop inductance, which I assume to be the nominal design value

120 pH; I0 is the josephson junction critical current, and Φ0 is the magnetic flux

quantum. See Fig. 3.7 for this comparison. The parameter βL is calculated by

solving the transcendental, steady-state equation

δ1 − δ2 = 2πφa + βL
π

2
(sin δ2 − sin δ1) (3.1)

where φa is the applied magnetic flux and δ1 and δ2 are the phase differences

across the SQUID’s two Josephson junctions. The critical current in this equa-

tion is the point where, for a fixed βL and φa, the value | sin δ1 + sin δ2| is maxi-

mized; then Imax
C and Imin

C are the maximal and minimal critical currents obtained

while varying φa. This equation comes from [14], and the results are in Fig. 3.7.

Since it is ideal to bias the SQ1 near Imax
C , deployable chips were sorted ac-

cording to mean Imax
C across all rows. Note that every row on a given chip tended

to have similar Imax
C , but chips with a total range of Imax

C greater than 25% were not

deployed. In this sorted list, chips were grouped into columns of six for deploy-

ment. Some chips within the list were left out of any column, so that there were

spare chips with various Imax
C to be used as replacements for any chips damaged

in handling. The columns themselves were integrated in arbitrary positions on

the array. Similar care was not taken with the row select values, since the row

select on and off values were extremely consistent between all deployable chips

(in fact, having an unusual rs_servo frequency would have flagged the chip
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Figure 3.7: The parameter βL ≡ 2LI0/Φ0 vs Imin
C /Imax

C for MUX15B chips
screened for Advanced ACTPol. Only chips that passed screen-
ing are shown, since measurements are not reliable for others.
Data are organized by fabrication wafer. The theory-derived
relationship between the two is also plotted with the data. This
theory-derived curve is obtained by numerically solving a tran-
scendental equation from [14].

undeployable, but deviations from typical values tended to be quite large).

On deployed arrays, despite mux chip screening, the primary cause of dead

channels is still multiplexing. However, the detector yield on all deployed ar-

rays is higher than the fraction of chips that passed screening, suggesting that

the screening is effective at improving yield. More importantly, some of the

more catastrophic failure modes, like shorts between SQ1B and row select, have

been entirely eliminated. Some of the yield issues on deployed arrays are at-
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Array Frequency (GHz) NET (µK
√

(s))
HF 150 13
HF 230 26

MF1 90 12
MF1 150 14
MF2 90 11
MF2 150 12

Table 3.1: Sensitivity of deployed AdvACT arrays in units of µK
√

s. Sensi-
tivity is at 1.3mm of precipital water vapor divided by the sine
of the observing altitude [17].

tributable to trapped flux, while others may be the result of handling the chips

during transportation, integration, and deployment.

The first AdvACT array to deploy was the high frequency (HF) array in 2016,

depicted in Fig. 3.8. The readout on this array was more complex than the others

due to the enormous number of channels - 2024 total detectors across 503 on-

sky pixels. The detector yield of this array upon deployment was 70% [33].

Improvements in wire bonding and integration techniques improved yield in

later arrays. The next two arrays deployed were both mid-frequency (MF), with

1716 detectors across 429 pixels on each array. The first array, MF1, had an

88% detector yield. The second, MF2, had only a 76% yield, because it had one

persistent column that could not be repaired by underbiasing [16]. Finally, the

low frequency (LF) array is being deployed as I write this, but laboratory tests

showed over 90% detector yield. It has 390 detectors spread across 73 pixels [42].

Sensitivities of the deployed arrays are listed in Tab. 3.1.
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Figure 3.8: Back side of the Advanced ACTPol high frequency (HF) array.
Image from [30]. The hexagonal detector array is seen in the
center, connected by flexible cabling to the readout electronics
PCB that surrounds it. The close-up shows the multiplexing
and interface chips, which themselves are mounted on silicon
wiring chips that are in turn mounted to the PCB. Wire bonds
connect the PCB to the wiring chip and the wiring chip to the
mux and interface chips.
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CHAPTER 4

RESONATOR MULTIPLEXING

4.1 Introduction

Recently, readout methods that use high frequency resonators to multiplex de-

tector signals have become popular. These methods are less mature than the

time-domain multiplexing technology, but they have the potential to achieve

multiplexing factors of order 1000.

Kinetic inductance detectors (KIDs) are naturally multiplexed this way, and

are relatively simple to read out [46]. They are also relatively easy to fabricate.

In a KID, a microwave tone passes through a strip of superconducting material

that acts as the detector; this is in series with a capacitance to form a resonator.

Photons that strike the superconductor break cooper pairs, changing the super-

conductor’s inductance. The shift in resonator frequency is dependent on the

photon power, so it is interpreted as a signal. KIDs are still a relatively new

technology, though, and less mature than transition edge sensors.

Transition edge sensors can be multiplexed with a similar, although slightly

more complicated, scheme. This scheme, called microwave multiplexing (µ-

MUX) will be described in Sec. 4.2. At Cornell, I developed a system for mea-

suring microwave resonators and used it to test µ-MUX chips fabricated at NIST.

In this chapter, I describe the measurement techniques and applications.
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Figure 4.1: Pictures of an example the µ-MUX chips under test in this chap-
ter. Fabricated at NIST. Top: Image of the chip under magnifi-
cation. The individual resonators are visible. The chip is inte-
grated in the test box. Bottom: Magnification of the RF-SQUID
portion of the resonator. Four RF-SQUIDs are visible. They
are counter-wound to eliminate sensitivity to spatially constant
ambient magnetic fields.
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4.2 Description of µ-MUX

Like the time domain multiplexing scheme of Chapter 3, the µ-MUX scheme

couples a TES bias circuit to a SQUID. An excellent overview of this multi-

plexing method is described in [45]. The SQUID in the µ-MUX circuit is an

RF-SQUID rather than a DC-SQUID. The RF-SQUID couples into a microwave

resonator, shifting its resonance frequency as a function of the magnetic flux

through the RF-SQUID.

A complication arises because, like the voltage in the time domain multi-

plexing case, the resonant frequency of the resonator is periodic (approximately

sinusoidal) as a function of the magnetic flux. The readout electronics can see

shifts in the resonator frequency, but can’t determine the SQUID’s position on

the f-Φ (frequency vs magnetic flux) curve, nor demodulate that directly into an

input signal from the TES. The SQUID input response must be linearized. In

TDM, this was achieved by “servoing.” In µ-MUX, linearization is achieved by

flux-ramp modulation.

Figure 4.2 shows a schematic of the detector and resonator circuit. The TES

bias line is inductively coupled into the RF-SQUID, as is a “flux ramp” line. The

flux ramp line couples to every RF-SQUID in the readout chain. A sawtooth

wave is fed into the flux ramp line, causing the resonator to sweep through a few

periods of the f-Φ curve. The TES bias circuit couples some additional magnetic

flux into the SQUID. Assuming the change in flux due to the TES signal is slow

compared to the flux ramp frequency, the flux from the TES creates a phase

offset in the f-Φ. The readout electronics measure the resonant frequency over

time, and the phase becomes the detector signal. See Fig. 4.3.
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Figure 4.2: Schematic of a set of three Transition Edge Sensors read out by
µ-MUX resonators. The TESes couple to RF-SQUIDs, modulat-
ing the resonator frequency. The flux ramp line is also visible,
coupling into each RF-SQUID. Figure is from [45].

4.3 Apparatus

At Cornell, we took measurements of the microwave resonators with our di-

lution refrigerator at ∼ 100mK. My goal was to take measurements of the

resonator centers and quality factors, and to trace out the f-Φ curve for each

resonator. Since this measurement doesn’t require real-time, high speed data

acquisition, I used a vector network analyzer (VNA) to take measurements of

the resonator S 21. I couldn’t take measurements of detector time streams this

way; that would require specialized readout hardware, like a ROACH2 [60] or

SMuRF [29] system. Both of these readout systems were eventually acquired by

the laboratory.

The flux ramp line was biased by a signal generator set to a constant voltage

signal. The flux ramp signal passes through a warm 10 kΩ resistor, constituting
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Figure 4.3: A µ-MUX resonator f-Φ. The y-axis has had a constant ∼ 5 GHz
subtracted to provide better scale. In these data, the resonator
depicted in Fig. 4.8 was fit using the method described in
Sec. 4.4.2. Then, the voltage down the flux ramp line was in-
creased by 0.02 Volts, and the process repeated until the flux
ramp voltage was 0.5 Volts. The f-Φ curve depicted here is the
fitted resonator center frequency f0 as a function of flux ramp
voltage. In an actual readout system, the flux ramp would pass
through several Φ0 periods, and the f-Φ would be fit to a sine
wave. The phase becomes the detector signal, since a phase
shift will occur when the current changes in the coupled TES
bias line.

the majority of the flux ramp line resistance. Both the VNA and the signal gen-

erator were controllable by an ethernet SCPI interface, allowing for complete

automation of data acquisition.

The microwave readout line was calibrated such that the entire cryogenic

system was the device under test; this was necessary since the calibration source

was not cryogenic. A series of stainless steel coax lines passed the signal into
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Figure 4.4: VNA used in the resonator measurement experiments.

colder stages through SMA connectors. On the 4 Kelvin stage, 20 dB of at-

tenuation, plus an additional 20 dB directional coupler, precede the resonator

chip. After the resonators, the signal passes through a circulator and bias-tee

before being amplified by a cryogenic Low Noise Factory 4-8GHz LNF-LNC4-

8C HEMT. It then passes up the cryogenic stages, out of the cryostat and back

to the VNA. See Fig. 4.5.

4.4 Resonator Fitting

Accurate determination of the resonator center frequency f0 is necessary for ex-

traction of the detector signal. Accurate measurement of the quality factor Q

is also useful for calculating the level of noise contributed to the signal by the

multiplexing electronics.
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DUT

Figure 4.5: Diagram of the 4 K stage of the resonator measurement circuit.
The device under test (DUT) here is the set of microwave res-
onators. Microwave input is at the top left, and output is the
bottom left. This schematic is modified from one created by
Shawn Henderson.

The method used for extracting these can vary depending on the application.

In real-time applications, such as in the field, fast algorithms implemented in

hardware and FPGA-based firmware are necessary. In some readout implemen-

tations, such as ROACH systems, the resonator center frequency is determined

in the multiplexer tuning process. A frequency comb consisting of the combina-

tion of center frequencies of all resonators on the microwave line is transmitted

down the line. The magnitude and phase shift of the output is recorded over

time, and used to infer how the resonator shifts and extract a signal.

Newer systems, such as SMuRF electronics, may implement tone-tracking.

This scheme functions similarly, but the frequencies transmitted in the comb

are changed to match the frequencies of the resonators as they shift. This new

method can greatly improve noise performance and nonlinearity properties.

More complete data can be collected and accurately analyzed in circum-
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Figure 4.6: The µ-MUX test box, mounted beneath the cold stage of the di-
lution refrigerator. Steel coaxial cables connect the input and
output on either side. A 25-pin connector routs the flux-ramp
line. This 25-pin connector could also be used to carry a TES
bias circuit in the event that the box contains test detectors. Au-
thor in the background.

stances that don’t require fast, real-time acquisition of the signal. This can be

done with, for example, a VNA. The method outlined in the rest of this sec-

tion is designed to be implemented with a VNA and was used to characterize

properties of TES µ-MUX resonators for the Simons Observatory at Cornell.
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4.4.1 Determining approximate f0

A broad VNA sweep, covering the span of the entire resonator comb, must be

taken first to find approximate f0 for each resonator. These approximate f0 are

used to determine the VNA window that will be set to collect high resolution

data for each individual resonator. Actually detecting each resonator and ex-

tracting f0 is a more complex task than it might seem, especially if common

code will be used to measure different collections of resonators in different cir-

cumstances.

One complication comes from the fact that it is hard to calibrate out the

contribution to the S 21 signal that comes from the cryogenic portion of the cir-

cuit (excluding the resonators). Fortunately, VNA S 21 data changes much more

rapidly as a function of frequency near high-Q resonators than it does due to

other parts of the microwave line. An appropriately tuned high-pass filter re-

moves non-resonator contributions to the signal effectively. The contribution

due to the resonator is also affected by the filter; however, if the filtered S 21 data

passes below some small, negative threshold, it usually indicates the presence

of a resonator. The point the data crosses below the threshold is the start of a

resonator search window. The filtered data tends to go positive after f0, defining

the end of the window. The local minimum of the unfiltered S 21 data within this

window is taken to be a resonator center. See Fig.4.7.

This method is not precise, but is good enough for this application. It tends

to fail in two cases. The first is if the resonator Q is poor enough that the res-

onator does not cross the threshold. In this case, the resonator may not even be

a “real” resonator; if it is, it is likely of poor quality. The second case is in the

event of two colliding resonators. In that case, only one of the resonators may
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Figure 4.7: Example of the method described in Sec. 4.4.1 on a 64-resonator
test box. Top: Raw S 21, with the discovered resonator centers
marked with dots. 60 resonators were discovered. Bottom: The
same data, with high pass filter applied. The horizontal line
indicates the threshold used for discovering resonators. A res-
onator detection is “triggered” when the filtered data passes
below this line.

be detected. Both cases lead to a false negative, but are indicative of an obvious,

fatal problem with a resonator.

4.4.2 Resonator Precision Fitting

The list of approximate f0 is fed into a data acquisition script that collects data

for each of the detected resonators. These data are high-resolution sweeps taken
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Figure 4.8: VNA traces of a single µ-MUX resonator with high resolution,
for fitting as per Sec. 4.4.2. Top: Magnitude, Bottom: Phase.

in 1 MHz windows about each resonator singly. The data include both S 21 phase

and magnitude as a function of frequency. An example is shown in Fig. 4.8.

This work uses the method described in [52] to perform precision fitting

of the resonator. I outline the method here. The first step is to map the S 21

magnitude and phase data onto the complex plane. The real and imaginary

components are sometimes referred to as I and Q components (in-phase and

quadrature), but I will stick with the real-imaginary naming convention instead

to avoid confusion of the Q component with the quality factor Q, and to be

consistent with [52]. To perform this conversion, consider the magnitude and
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phase data to be equivalent to radial coordinates (r, θ) in the complex plane; that

is, take each point to be reiθ.

It is useful to have a good algorithm for fitting circles in order to work with

resonator data in the complex plane. I use an algebraic method, using LaGrange

multipliers and matrix algebra to analytically calculate the circle of best fit (it

is the same method used by [52]). Note the curve the resonator forms in the

complex plane is parameterized by frequency, so frequency data is lost in this

conversion after fitting. However, transformed data points can still be mapped

to their original frequencies.

Removing Envorionmental Factors

For an ideal resonator, these data form a circular arc in the complex plane. Ac-

tual resonator data will include environmental effects. In the model outlined

in [52], the environmental factors accounted for are: first, an arbitrary phase and

amplitude offset, applying a factor of aeiα; and second, a frequency dependent

phase shift due to the time delay of the microwave stimulus traveling through

the circuit, applying a factor of e−2πi f τ. Here, τ is the “cable delay.”

The cable delay term distorts the circular data, since it shifts each data point

by a different frequency-dependent phase. Since τ is roughly the time it takes a

signal to travel between the ports of the VNA, it can be guessed approximately

by knowing the length of cable involved and that the signal travels an apprecia-

ble fraction of the speed of light. Next, the complex S 21 data are fit to a circle,

assuming some τ, and the goodness of fit χ2 is calculated. Then step τ some

small amount and repeat. Few data points may be needed, since the χ2 usually
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fits well to some kind of polynomial of even degree (Fourth degree fits often

work in this case; if not, the degree can be increased). If χ2 shows a minimum

for some value of τ in the tested range, that value is likely the cable delay. Ex-

trapolation should be avoided, however.

The cable delay should be constant across a system, unless something has

changed. Installing new cables or components requires a new calculation of τ.

Otherwise, expect that it should be the same for all resonators in the system. Of

course, the measurements aren’t ideal, so if multiple resonators are available,

measure τ for each of them, and select one that fits the system. There is a bit

of an art to this, but forming a histogram of measured τ values and taking the

median often gives a good approximation. Additionally, I have observed that

order one factors of cable delay do not change the measured f0 significantly. I

measured a cable delay of 70 ns in the system at Cornell.

Final Fit

Once a reasonable value for τ has been established, the complex S 21 data can

be multiplied by e−2πi f τ to cancel the effects of cable delay. Next, an algebraic

circle fit determines the circle’s center (x0, y0). The circle is translated so that its

center is at the origin. Finally, these translated points are converted back into

magnitude and phase data. The transformed phase vs frequency is fit to the

model

θ( f ) = θ0 + 2 arctan
(
2Qr

[
1 −

f
f0

])
(4.1)

where r is the radius of the circle.

This is good enough to extract the resonator center frequency f0. The Q
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Figure 4.9: Fits to a resonator. The resonator data has been cropped to
only data within the resonator well. Top: The resonator in the
complex plane. I’ve shown the raw data, the data with the ca-
ble delay accounted for, and the same data translated to the
origin. The latter two are shown with fits. Note that the raw
data already looks pretty circular; the cable delay was calcu-
lated statistically by taking many different resonators into ac-
count, as described in Sec. 4.4.2. Bottom: The phase data for the
resonator fit to the model in Eqn. 4.1. The data and fit are both
shown, but the fit is difficult to see because it follows the data
so closely.

81



in this equation is the total quality factor. The coupling quality factor Qc,

which is quality factor due to the environment, can be calculated by divid-

ing Q by 2r exp (i arcsin (y0/r)) to account for the impedance mismatch. Finally,

the internal quality factor, Qi, which is an intrinsic property of the resonator, is

Q−1
i = Q−1 − Re{Q−1

c }.

Notice that an overall amplitude does not affect the fit, since it is a fit to phase

only. An arbitrary, constant phase offset will affect θ0 but not Q or f0. Therefore,

the environmental factor aeiα is not necessary to extract measurements of in-

terest. I therefore do not include it in my algorithm. Even so, [52] describes a

method for extracting this environmental factor, which can be useful for fitting

the same resonator more quickly in the future.

4.5 Application

This apparatus and this code were used to test the magnetic susceptibility of

the µ-MUX readout in [62]. It has also been used to inform selection of mag-

netic shielding for the Simons Observatory. In these applications, a Helmholtz

coil outside of the dilution refrigerator applies an external magnetic field, and

the phase shift in the f-Φ curve is measured for each resonator as a function of

external magnetic field.

This measurement is slightly complicated by two factors. First, the RF-

SQUIDs are actually four separate SQUIDs, with coils wound in such a way as

not to be sensitive to a constant magnetic field, but rather, a gradient of a mag-

netic field (they are “gradiometers”). See Fig. 4.1. Nonetheless, these measure-

ments are suitable to give an approximate idea of the phase shift of a resonator
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Figure 4.10: Comparison of the total quality factor Q of the same data for
three different resonator fitting codes. The top plot shows the
absolute Q as measured by each code, which is labelled by the
initials of the author (J.S. is mine; the other two are by Heather
McCarrick of Princeton and Brad Dober of NIST). The bottom
plot shows the fraction difference in each, taken pairwise. A
similar measurement of the f0 shows negligible disagreement
between the three algorithms. Plot contributed by Cody Du-
ell.

in real world applications.

The second complication is the hysteresis of the resonator phase shift when

a magnetic field is applied and removed. It was observed that the application of

a magnetic field and then removal of the field did not return the resonator f-Φ

to its original phase offset. However, performing this operation a second time

did not further change the phase. Therefore, it is necessary to apply the max-
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imum magnetic field and then remove it before taking measurements in order

to “settle” the resonators. This may be due to the creation of superconducting

vortices and their shifting to potential minima. Note that the resonator traces

are Niobium, a type II superconductor.

The cryogenic µ-MUX system tested in these experiments will be deployed

on the Simons Observatory [54], read out by SMuRF room-temperature elec-

tronics. Testing these multiplexers is important enough that three separate

codes to fit resonators were written independently and compared, see Fig. 4.10.

The differences in f0 were negligible between the three, but there were some

differences in Q. A standardized version of these codes is being used across

Simons Observatory test institutions to characterize multiplexing components

consistently.
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CHAPTER 5

SURVEY STRATEGIES OF CHILEAN CMB TELESCOPES

5.1 Introduction

A survey strategy can be described as a schedule designating where a telescope

should be observing as a function of time. Survey strategies are critical to a

telescope’s mission; they are highly dependent on science goals, and a number

of complexities arise in efficiently designing them. Ground-based CMB survey

strategies differ greatly from the survey strategies of satellite missions, and the

strategies of Chilean telescopes differs from the strategies of south pole tele-

scopes.

A ground-based CMB mission typically performs scans of the sky over a

range of azimuth at some fixed elevation. The rotation of the Earth passes the

fixed sky through the arc of the telescope scan over time. Fixed elevation scans

aid in keeping the power incident on the detectors from the sky relatively con-

stant, reducing the complexity of detector calibration and atmospheric system-

atics.

In this section, I describe the process ultimately used to design the survey

strategies used in Advanced ACTPol. I apply the same techniques to design

prospective survey strategies for the Simons Observatory. I will describe how

fields are selected, how the strategies are assembled, how they avoid the Sun

and the Moon, and how the quality of the strategies is measured. I focus on

large area strategies. I hope that other cosmologists will find this text useful in

designing Chilean CMB survey strategies into the future.
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5.2 Selecting Fields

The target sky regions form a starting point for constructing any survey strat-

egy. Target fields are largely selected as motivated by the telescope’s specific

science goals. For CMB telescopes, foreground dust emissions can be a sig-

nificant systematic, so typically low-dust regions are targeted. There is also

strong motivation to overlap with galaxy cluster surveys in order to study the

Sunyaev-Zel’dovich effect.

Broadly, survey strategies can either target large or small sky fraction fsky.

Typically, observing a smaller sky area allows the telescope to take more sensi-

tive data of the region it observes. A smaller but deeper observed sky region has

been used for attempts at initial detection of the tensor-to-scalar ratio r, since it

allows a better signal-to-noise ratio, albeit only in specific modes of the CMB

power spectrum. Wider survey areas allow analysis over a much larger num-

ber of modes, and will ultimately be necessary for constraint of r; additionally,

larger areas are useful for other types of science that depend on measurement

of smaller angular scale modes [1].

Prior to 2016, ACTPol observed less than 4000 square degrees [11] (which is

fsky < 0.1). In 2016, with the deployment of AdvACT, the total observed sky area

expanded greatly, targeting fsky > 0.34. The total observed sky area is greater

still, since the telescope often observes outside the target region. The Simons

Observatory will target an even larger sky fraction, with the large aperture tele-

scope observing over half the sky [57]. These large area strategies allow greater

overlap with optical surveys and also more effectively target smaller scale fluc-

tuations in the CMB power spectrum.
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Figure 5.1: Left: Declinations visible from the Atacama desert, at 23◦ south
latitude, as a function of telescope scan elevation. The shaded
region is visible. Right: Ranges of local sidereal angles for
which the various fields in a proposed Simons Observatory
large aperture strategy are visible assuming a 40◦ elevation
scan. Fields that overlap in local sidereal angle (LSA) can’t be
observed simultaneously. It is desirable for there to be some
field visible for every LSA. These ranges are determined by the
field definitions, scan elevation and whether a patch is rising
or setting. From [57].

Large and small area surveys each have their own challenges, and in each

case these challenges should be mitigated by wisely choosing the target fields.

In the case of small area surveys, there may be large quantities of time where

no targets are available, leading to low observing efficiency (the fraction of time

the telescope has a target to observe). As fsky increases, it becomes much easier

to fill in the telescope idle time, but conflicts may be introduced as multiple

fields are available simultaneously. See Fig. 5.1 right for an example of a large

fsky survey. The x-axis is local sidereal angle (LSA), which is analogous to local

sidereal time (1 sidereal hour = 15◦). Notice that the Meridian and Antimeridian

fields are observable at different, complementary LSAs. The two Meridian fields

can not be observed simultaneously, nor can the two Antimeridian fields.

Finally, a consideration for ground-based telescopes is that for a given po-
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sition on the Earth, only certain declinations are observable. A given azimuth

and elevation in horizontal coordinates will always point to the same declina-

tion in equatorial coordinates; this is just a result of the first equation in Eqn. 5.2

being time-independent. Each declination is only observable from a specific set

of elevations as shown in Fig. 5.1 left.

5.2.1 Building the AdvACT Strategy

In 2016, AdvACT began targeting fields totaling over 14000 square degrees.

Since then, AdvACT’s strategy has been different at night than in the day. Ini-

tially, the daytime strategy observed a subset of the total area observed at night.

While observing a smaller area in the day does increase observing depth within

that area, a more significant consideration was sun avoidance; the path of the

sun through the sky over the year did not pass through the daytime fields. Here,

the definition of “day” is 11:00 to 23:00 GMT.

The field wide_12h_n was selected specifically to overlap with the BOSS

survey [20]. It is the only field observed within its range of local sidereal angles

in order to improve the observation depth. The wide_01h_n and wide_01h_s

fields were selected to cover the low dust region near the southern galactic pole.

The field deep5 had been observed prior to 2016 and was selected to fill time the

telescope would otherwise have no targets.. In 2019, galactic_18h was intro-

duced over the galactic center. This field, like deep5, fills idle time and does not

interfere with the wide fields. It is hoped that observations of galactic_18h

will lead to measurements of astronomical objects near the galactic center. See

Fig. 5.2 for a map of these fields.

88



  

wide_01h_n

wide_01h_s

wide_12h_n

galactic_18hday_02h_s

day_14h_n
deep5

Figure 5.2: Advanced ACTPol fields plotted over the Planck dust map.
The white outlined fields are the wide fields. These were ini-
tially observed only at night, but beginning in 2019 were ob-
served for the entire schedule. The galactic center field and
deep5 field are in blue. The fields observed during the day
prior to 2019 are in green. The yellow curve is the path of the
sun over the year. Notice the sun does not enter the green day-
time fields.

The two day fields together cover the full range of local sidereal angles, but

do not conflict with one another. However, there are a number of conflicts be-

tween the night fields that must be resolved in order to improve uniformity

of depth across the fields. The solution implemented is to develop twelve in-

dependent survey strategies and interleave them, cycling between each of the

strategies daily at 23:00 GMT. The twelve strategies represent unique combina-

tions of observing options.

Since wide_01h_n and wide_01h_s are not simultaneously observable,

one such option is which of these fields to observe on a given night. The second

option is whether to observe the wide fields in the rising sky or the setting sky.
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Day North/South? Rising/Setting? Elevation Complement
1 North Rising 40◦ South Setting 47.5◦

2 North Rising 45◦ South Setting 45◦

3 North Rising 47.5◦ South Setting 40◦

4 North Setting 40◦ South Rising 47.5◦

5 North Setting 45◦ South Rising 45◦

6 North Setting 47.5◦ South Rising 40◦

7 South Rising 40◦ North Setting 47.5◦

8 South Rising 45◦ North Setting 45◦

9 South Rising 47.5◦ North Setting 40◦

10 South Setting 40◦ North Rising 47.5◦

11 South Setting 45◦ North Rising 45◦

12 South Setting 47.5◦ North Rising 40◦

Table 5.1: The cycle of strategies used on Advanced ACTPol’s wide fields.
The strategy switches to the next at 23:00 GMT. After 12 days,
the cycle begins again. On a given day, the telescope observes
only the north or the south fields; it observes only the rising or
setting sky; and it observes at only one elevation, as specified.
The Simons Observatory classical strategies proposed in [57] are
similar, but observe at differing elevations. The complementary
strategy is used for Sun and Moon avoidance.

The last option is which of three elevations, 40◦, 45◦, or 47.5◦, to perform the

observations at. These three choices lead to the 2 × 2 × 3 = 12 strategies. These

strategies are listed, in order, in Tab. 5.1.

5.2.2 Building the Simons Observatory Classical Strategies

The Simons Observatory is deploying both small (∼0.5 m) and large (∼6 m) aper-

ture telescopes, each of which will require their own separate observing strate-

gies. The small aperture telescope will observe a relatively small sky fraction,

fsky ∼ 0.1, in order to detect primordial B-modes. It will have a large field of

view, with a diameter of ∼ 35◦. The large aperture telescope will have similar

science goals to ACT and should observe fsky ∼ 0.4 with a field of view of the or-
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Figure 5.3: Simons Observatory target fields. Left: Fields for a proposed
large aperture, large area survey over the Planck dust intensity
map. The fields inside the boxes cover 17,095 square degrees
and represent the region targeted by the telescope boresight.
Right: Fields for a proposed small aperture survey. The bore-
sight targets 4,920 square degrees, but in practice the observed
area is much larger due to the 35◦ field of view of the telescopes.
From [57].

der of a degree. In addition, measurements from the LAT will be used to delens

the SAT observations [26].

In [57] strategies for these telescopes are presented in two variants: “clas-

sical” and “opportunistic.” The classical strategies are constructed in a similar

fashion to the AdvACT schedule, while the opportunistic schedules use soft-

ware implemented in the CMB simulation and analysis library TOAST. I will

focus on the classical strategies here. The fields targeted by these strategies can

be seen in Fig. 5.3.

The LAT strategy is based heavily on the AdvACT strategy mentioned in

Sec. 5.2.1, with some modifications. The Sun and Moon avoidance radius has

been set to 30◦, and the observing elevations are 40◦, 44◦, and 47◦. The smaller

fields deep5 and galactic_18h have been removed. In place of naming the

fields after their approximate right ascension, they have been named “Merid-
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Day Rising/Setting? Elevation Complement
1 Rising 50◦ South Setting 57◦

2 Rising 53◦ South Setting 53◦

3 Rising 57◦ South Setting 50◦

4 Setting 50◦ South Rising 57◦

5 Setting 53◦ South Rising 53◦

6 Setting 57◦ South Rising 50◦

Table 5.2: The cycle of strategies used on Simons Observatory SAT. This
works similarly to the AdvACT strategy described in Tab. 5.1,
but there are only six sub-strategies.

ian” and “Antimeridian” to describe their position on the sky relative to the

meridian RA=0. Finally, both the Meridian and Antimeridian fields have a

southern counterpart. Observations either observe both of the southern fields,

or both of the northern fields, but none of the 12 sub-strategies observe both

a northern and a southern field. The fields themselves have slightly different

definitions. Finally, the avoidance radii have been changed; see Sec. 5.3. Aside

from these changes, the strategy is constructed similarly to the AdvACT strat-

egy. The sub-strategies listed in Tab. 5.1 also describe the LAT strategy except

for the change in elevation.

The SAT strategy follows a similar format, but has a reduced number of

fields and targeted sky fraction, fsky ∼ 0.12. There are only two fields and one is

clearly closer to the north galactic pole while the other is closer to the south, so

they have simply been named “north” and “south.” They exist at independent

right ascensions and have been specifically chosen not to be simultaneously ob-

servable, so the SAT strategy does not require the north/south split used in the

previous strategies. Observing elevations are 50◦, 53◦, and 57◦. Unlike ACT and

the LAT, the SAT has a very large field of view, ∼ 35◦. The target fields totaling

fsky ∼ 0.1 and shown in Fig.5.3 are the targets for the boresight; while the total
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area observed is always larger than this, for the SAT this is especially true due

to the large field of view. Other than these differences, the SAT strategy follows

a similar construction to the LAT and ACT strategies, with a 6 day (instead of

12) cycle. The sub-strategies are described in Tab. 5.2.

5.3 Sun and Moon Avoidance

Beginning in 2017, Advanced ACTPol’s night strategy implemented a Moon

avoidance algorithm in order to mitigate the effects of optical power from the

Moon entering the telescope’s side lobes and inadvertently contributing to the

measured sky signal. In the Atacama Cosmology Telescope, significant side

lobes have been measured at ∼ 10◦, ∼ 30◦, and ∼ 90◦ from the boresight [28].

The avoidance algorithm is described in this section. In 2019, with the imple-

mentation of the 12-day wide area strategy in the daytime, this algorithm is

also used to avoid the sun. It is also used in the Simons Observatory classical

strategies described in [57].

The algorithm is based on the idea that the Moon (Sun) is either in the ris-

ing sky or the setting sky, and observing the opposite drift (defined as whether

the observation is rising or setting) to the Moon (Sun) will usually point the

telescope away from it. I define avoidance radius as the angular distance between

the astronomical object and the boresight within which the avoidance algorithm

will be triggered. For AdvACT, this is set at 35◦ to avoid the 10◦ and 30◦ side

lobes. Since there are twelve daily strategies to choose from, and one of the op-

tions that determines the strategy is the drift, a strategy with a different drift

can be chosen when the object comes within the avoidance radius.
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For each of the twelve strategies, a complement strategy is chosen; these are

listed in Tab. 5.1. The complement strategy observes at opposite drift. When

the Moon (or Sun) enters the avoidance radius, the strategy changes to the com-

plementary strategy until the object would no longer be within the avoidance

radius. This turns the telescope around and hopefully moves the Moon (Sun)

out of the avoidance radius. In addition to changing the drift, the complemen-

tary strategy also swaps 40◦ elevation observations with 47.5◦ observations and

swaps north fields for south fields. This should create additional angular sepa-

ration between the highest elevation scans and their complements.

It is desirable for the avoidance algorithm to maintain as best possible the

fact that an equal amount of time is spent observing with each of the twelve

strategies. Therefore, it is important that the mapping from strategies to their

complements is bijective. Maintaining this equal time distribution is facilitated

by the fact that over the course of an orbital period, the Moon (Sun) spends a

roughly equal amount of time at each right ascension, and therefore each strat-

egy is subverted to its complement roughly equally.

This algorithm has some limitations. First, it is not guaranteed that shifting

to the complementary strategy will move the object out of the avoidance ra-

dius. The greatest risk of this occurring should be when the object is closest to

zenith. This problem is exacerbated by a larger avoidance radius, which is why

the avoidance radius does not include the 90◦ sidelobe. Second, the Moon and

Sun can’t be avoided simultaneously with this method. Therefore, for strategies

where this algorithm is used for both Sun and Moon avoidance, I use Sun avoid-

ance when the sun is above the horizon (elevation 0◦) and Moon avoidance is

used when the sun is below the horizon. Power from the moon will likely enter
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the sidelobes during the day.

The same algorithm is used in the classical strategies proposed for the Si-

mons Observatory. For Simons Observatory strategies, the avoidance radius is

reduced to 30◦, and a hard cut is also set to 30◦. That is, if switching to the com-

plementary strategy doesn’t work, the scan is replaced with idle time. These

changes were made to facilitate comparison with the aforementioned oppor-

tunistic scheduler and could be changed before first light.

Since these strategies do not change fields in the daytime, the same technique

is maintained as AdvACT 2019, using Sun avoidance when the sun is above the

horizon and Moon avoidance otherwise. The stricter Sun and Moon avoidance

used in these Simons Observatory results in reduced observing efficiency com-

pared to AdvACT; whereas AdvACT’s 2019 strategy has an observing efficiency

of 98.5%, the Simons Observatory LAT strategy has only 91.3% efficiency. The

SAT, due to its reduced observing area, has 64.6% efficiency.

An interesting representation of the efficacy of this algorithm is displayed

in Fig. 5.4. These are similar to the hit maps described in Sec. 5.4 but show the

amount of time the astronomical object of interest (either the Sun or the Moon)

are within each pixel. The center of the map is the telescope boresight and the

north pole of the map is 90◦ above the boresight along a great circle through

the boresight and zenith. The white circle shows the avoidance radius. These

plots clearly demonstrate that the time these objects spend within the avoidance

radius is greatly reduced.
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Figure 5.4: Sun (Moon) avoidance for the Simons Observatory LAT clas-
sical strategy. The coordinate system is defined such that the
boresight is at the center of the map and the polar axis of the co-
ordinate system is perpendicular to the direction the telescope
is pointing. The central meridian corresponds to directly above
and below the boresight in local coordinates. The depth shows
the amount of time the Sun (Moon) is in each position in the
sky relative to the boresight. The white circle shows the 30◦ ex-
clusion region. Left maps show the strategy with neither Sun
nor Moon avoidance, and right maps show the strategy with
Sun and Moon avoidance. Top maps are Sun maps, and bot-
tom maps are Moon maps.

5.4 Generating Hit Maps

Hit maps are useful tools for developing survey strategies. A hit map displays

the time each sky position is viewed per unit area, or some variation of this.

In this work, hit maps are typically expressed in units of seconds per square

arcminute. This allows one to generate a more general hit map that doesn’t de-
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pend on the detector array. This “single detector” hit map could be multiplied

by the number of detectors to get a map in units of detector seconds per square

arcminute. Going a step further, if the detector array sensitivity in µK·s is also

known, the formula

µK arcmin =
array sensitivity

√
hits

(5.1)

can convert the map into measurement noise [31].

Generating a hit map can be computationally intensive, so optimizing the

calculation is necessary in order to generate hit maps on a standard workstation.

In addition to writing the code in a high performance programming language

like C++, the following methods can be used to optimize the code for time.

The telescope’s fixed elevation scans are easily expressed in horizontal coor-

dinates by considering line segments of constant elevation on the sphere. The

hit map is expressed in a coordinate system fixed relative to the CMB, and for

ground-based experiments, equatorial coordinates are typically used. There-

fore, these optimizations will be highly dependent both on taking advantage of

the simple geometry in horizontal coordinates, as well as the specific coordinate

transformation between horizontal and equatorial coordinates.

To transform from horizontal to equatorial coordinates, use [61]:

sin δ = sin a sinϕ + cos a cosϕ cos A

sin H = − sin A cos a
cos δ

cos H =
sin a−sin δ sinϕ

cos δ cosϕ

(5.2)

where a is elevation, A is azimuth, ϕ is telescope latitude on the Earth, δ is dec-

lination, and H is the hour angle. Hour angle is defined by H = t − α, where α is

right ascension and t is local sidereal time.
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Figure 5.5: Top: The full simulated hit map for Advanced ACTPol, calen-
dar year 2019. Assumes one detector, so this can be converted
into detector seconds per square arcminute by multiplying the
depth by the number of detectors. Bottom: Actual data for ACT,
season 18, which is similar but loses the small field near the
galactic center. The units are proportional to 1/µK2, which is
approximately proportional to seconds/arcmin2 but the con-
version is nontrivial, so the map is peak-normalized to the top
map. Some of the missing depth is expected, since in practice
observations do not occur for the full calendar year.
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There are two key observations that can be made here. The first is that

declination is uniquely defined by the first equation, and this equation is time-

independent. The second is that right ascension and time appear together only

in the context of the hour angle; it is clear from their relationship that an ad-

vancement of time is completely equivalent to a proportional shift in right as-

cension. The combination of these two facts implies the following: if the tele-

scope performs the same scan at two different times, the only effect will be to

shift the scan in right ascension. This is true independent of scan geometry.

For an AdvACT-like strategy, there are only a few combinations of fields

and elevations. The field’s declination range, drift, and the telescope elevation

uniquely define the scan’s elevation, azimuth, and throw. Therefore, the scans

can be divided into equivalence classes: two scans are in the same class if they

have the same geometry (azimuth, elevation, and throw). Since the combina-

tions of fields and scan elevations are limited, the number of classes is small

compared to the total number of scans in a full schedule.

Since a class of scan always has the same geometry by definition, all scans

within a class will be drawn the same way in equatorial coordinates except

shifted in right ascension according to the local sidereal time. Therefore, the

primary optimization is to generate a hit map for only a single local sidereal

time for each equivalence class (it is convenient to choose t = 0), and only the

first time that scan class is encountered. Then, create a histogram (in the form

of an array) that stores the amount of time that class of scan occurs as a function

of the local sidereal time. The number of bins in this histogram is dependent

on the desired map resolution; it should be exactly as large as the number of

pixels along the right ascension axis. After the entire schedule has been stepped
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through, a hit map of each scan class can be generated by shifting the t = 0 hit

map through each local sidereal time, multiplying it by the time in the array, and

adding it to the total map. Finally, the maps for each scan class can be added to

obtain the full hit map. See Fig. 5.6 to see examples of these intermediate maps.

The great-circle distance is the shortest distance between two points on a

sphere. It can be expressed:

cos µ = sin a1 sin a2 + cos a1 cos a2 cos (A1 − A2) (5.3)

where µ is the distance, and I have intentionally used a and A as the “latitude”

and “longitude” coordinates, respectively, to refer to Eqn. 5.2; horizontal coor-

dinates are the special case of interest here.

To generate the t = 0 hit map for each scan class, loop over each pixel, ob-

taining its horizontal coordinates at t = 0. In that pixel, store the fraction of

the scan during which the telescope can see this pixel. For simplicity’s sake, I

have ignored the telescope turn around and assumed that the telescope scans

at a constant rate across the sky. If a circle with a radius equal to the field of

view is drawn around the pixel, then the fraction to record is the fraction of the

line segment defined by the scan geometry that is within the circle. If the line

segment is entirely contained within the field of view sized circle, then store

1.0 (the telescope can see the pixel throughout the scan). If the line segment is

entirely outside of the circle, store 0 (the telescope can never see the pixel).

Usually, this fraction can be calculated by first calculating the intersection of

the pixel-centered circle with the line (not line segment!) of constant elevation a.

Typically, this involves plugging the field of view in for µ and solving Eqn. 5.3

for A1 − A2. If there is no intersection, then either cos (A1 − A2) > 1, which im-

plies the constant a line lies entirely outside of the pixel-centered circle and a 0
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Figure 5.6: Examples of hit maps for one scan class. The top map shows
the scan only at local sidereal time 0. The bottom map is
the shifted and added map for the scan class across the entire
schedule. Maps like the bottom one are generated for each scan
class and summed to form the full hit map in Fig.5.5

.
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is recorded, or cos (A1 − A2) < −1, in which case the constant a line lies entirely

within the pixel-centered circle, and a 1 is recorded. This latter case won’t hap-

pen under normal circumstances, as it requires a large field of view telescope

looking near zenith.

5.5 Cross-linking

It is desirable in a ground-based survey strategy to have good cross-linking in

order to reduce systematics associated with the telescope scan direction. In-

formally, good cross-linking is the property that the telescope scan direction

crosses each pixel at many different angles uniformly. In the worst case of a

badly cross-linked pixel, every scan of the pixel will cross it at the same an-

gle. Good cross-linking reduces systematics associated with the telescope scan

direction and enables maximum-likelihood map making. See [57] and [59] for

further discussion.

One metric for assessing the quality of cross-linking for a given pixel is by

analogy with Stokes parameters. In this method, ignore “circular” polarization

and reduce the Stokes vector to:
I

Q

U

 =


I

I p cos 2φ

I p sin 2φ

 (5.4)

For a single observation, I is the duration of the observation, p = 1, and φ is

the crossing angle of the scan, which differs from the parallactic angle by 90◦.

Actually, the parallactic angle can be used instead, since an arbitrary offset of

φ does not affect the final result. Sum the vectors from each observation. In

102



the resultant map, I will be the usual hit map and p is the figure-of-merit for

cross-linking. Values of p range between 0 and 1 with values closer to 0 being

preferable. Note that this can be achieved, for example, by making an equal

number of orthogonal observations.

There is a region without cross-linking near ∼ −34◦ declination. To under-

stand what causes this, first consider the equations used to determine the cross-

ing angle in Eqn. 5.4:

sin φ =
sinϕ−sin δ sin a

cos a cos δ

cos φ = −
sin A cosϕ

cos δ

(5.5)

which can be derived by applying the spherical law of cosines to the astronom-

ical triangle and relates the crossing angle φ to the coordinates of the observed

point. If the crossing angle is a multiple of 180◦, due to the symmetry of the

sky, it will also be a multiple of 180◦ for the opposite drift (and therefore, ob-

serving the opposite drift contributes the same to Q and U, preventing good

cross-linking). This happens if sin φ = 0, i.e. sin φ = sin δ sin a. It’s easy to see this

occurs for a single elevation. For a telescope at latitude ϕ = −23◦, at elevation

a = 45◦, declination δ = −33.5◦ will be poorly cross-linked. There is still a poor

cross-linking region if multiple elevations are observed, where the vector sums

of Equ. 5.4 happen to have a component that cancels, leading to totally “polar-

ized” observations. For example, by setting sin φ(a = 47.5◦) = − sin φ(a = 40◦), it

can be seen that the sin φ components of these two types of observations cancel

at declination δ = −34.3◦, assuming the two elevations get equal observing time.

This cancellation occurs close to the δ = −33.5 of the 45◦ elevation observations,

so somewhere near that declination we might expect to see a region of zero

cross-linking. Unfortunately, it is nearly impossible to avoid poor cross-linking

for some declination, since for any set of reasonable observing elevations there
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Figure 5.7: Top: Cross-linking parameter p for the Advanced ACTPol 2019
schedule from Fig. 5.5. Values closer to zero are preferable.
Notice there is a region near declination δ = −34◦ where it is
impossible to achieve any cross-linking due to the sky geome-
try. Bottom: Cross-linking parameter p calculated from on-sky
data, 2018 season. The telescope scans can be made out in the
data, and telescope down-time may contribute to a difference
between the two maps, but they are nonetheless quite similar.
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Figure 5.8: Crosslinking parameter p vs declination for AdvACT 2019.
This is measured through a line of constant RA = 30◦, and ex-
cludes the extremes of the measured declination range where
edge effects of the scan dominate. The no cross-linking region
can be seen at ∼ −34◦.

will be a region where these vector components cancel.

5.6 Measuring the Quality of Observing Strategies

One of the most difficult questions one must address when optimizing observ-

ing strategies is: “What makes one strategy better than another?” This becomes

complicated by the fact that different goals interfere with one another. For in-

stance, observing a larger area will probably reduce the depth of measurement

per unit area. Observing at higher elevations may reduce systematics from the

atmosphere but will limit observing efficiency and survey area. Getting good

cross-linking and uniformity of field measurement improves analysis but may
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Figure 5.9: Fractional sky area deeper than a given depth for the outlined
strategies for the calendar year 2019. Plots like this one can
be insightful both for comparing depth of strategies as well as
measurement uniformity.

introduce additional complications. While choosing one strategy over another

is usually dependent on specific science goals, in this section I will outline vari-

ous metrics that are used to compare the quality of one strategy to another. Most

of these have been mentioned already, but I hope this list will provide a useful

explicit reference.

1. Depth of measurement. The more time is spent on an observation the more

sensitive the measurement.

2. Sky fraction. It is advantageous to observe larger sky fractions for many

science cases. This may conflict with depth of measurement. Additionally,

one may consider the effective sky fraction rather than the total sky fraction,
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Figure 5.10: Normalized detector time spent at each azimuth for the three
described strategies. The Simons Observatory SAT has a rel-
atively simple structure with four peaks, which represent the
four unique combinations of field and drift. The larger 35◦

field of view is clearly discernible here. The ACT and Simons
Observatory LAT have a similar structure to each other, with
sharper steps between scan regions due to the small field of
view, and a more complex structure of different scan types. A
plot like this one can yield insight into systematics introduced
due to pick up of power from the ground into the telescope
side lobes.

as defined by:

fsky,eff = fsky,tot
w2

2

w4
(5.6)

where wi is the ith moment of the projected weight map [32].

3. Foreground noise. Mostly I am referring to observing away from the

galaxy and its associated dust, but this may include making observations

at higher elevations to reduce atmospheric noise.

4. Observing efficiency. Telescope downtime should be minimized, and of-

ten it is better to make poor quality observations of an uninteresting target
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than to make none at all.

5. Cross-linking. This is typically optimized by observing at different drifts

and elevations. See section 5.5.

6. Measurement uniformity. Data analysis is aided by having approximately

equal observation depth across an entire target field. See Fig.5.9 for a plot

demonstrating a measurement of field uniformity for the strategies de-

scribed in this chapter.

7. Power from side lobes. Telescope side lobes represent power received by

the detector that is not from the direction of the telescope pointing, and

objects within these side lobes can contaminate the signal. This is partially

mitigated by Sun and Moon avoidance. Additionally, there is side lobe

power due to objects on the Earth, which are usually at a fixed position in

horizontal coordinates. This can introduce additional systematics that are

also mitigated by observing different drifts and elevations. See Fig. 5.10

for an example of a plot that shows detector time relative to these fixed

ground objects.

The large area Advanced ACPol strategy and the Simons Observatory strate-

gies share several traits in common to optimize each of these characteristics. A

large sky fraction is observed in each case, but I attempt to avoid observing

the high-foreground galactic region by selecting fields appropriately. I selected

three different elevations for each strategy, and observed fields both rising and

setting, in order to improve cross-linking and reduce systematic noise. Finally,

the daily cycling of strategies produces sub-strategies that generally have ex-

actly one field visible at each local sidereal angle, reducing conflict and improv-

ing field uniformity. The division of large regions into both northern and south-
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ern fields reduces the scan throw and thus further mitigates conflict near the

edges of the fields. Results from Advanced ACTPol’s large area scans are now

beginning to be published [18][7].
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CHAPTER 6

CURRENT AND FUTURE RESULTS

A final question remaining is how the instrumentation developed is influ-

encing our understanding of the cosmology laid out in Chapter 1. Among

upcoming Chilean CMB observatories, the Simons Observatory is most promi-

nently featured in this dissertation. A discussion of this topic and the future

of CMB measurements wouldn’t be complete, though, without also mentioning

CMB-S4 and CCAT-prime. This chapter covers the status of ACT, the outlook

of future observatories, and a small sample of their forecasts. The forecasts pre-

sented will generally relate to the topics covered in Chapter 1, as far as such

forecasts are known. For more detailed information, I invite the reader to refer

to the most recent publications by each collaboration.

6.1 The Atacama Cosmology Telescope

The Atacama Cosmology Telescope (ACT) collaboration is in the process of re-

leasing its fourth data analysis, called DR4, consisting of data collected in the

2013-2016 seasons. The new data release includes some of the updates men-

tioned in this manuscript: a wide area, ∼ 17000 square degree survey area, and

dichroic TES detectors, neither of which were present in previous analyses from

ACT. The results are summarized in [18] and [7].

These two publications go into great detail regarding the details of the in-

strumentation and analysis. The results of the maximum likelihood fit of the

power spectrum are included in [18]. There are some differences compared to

the DR3 2017 results [43], attributable to the differences in the τ prior. In [7]
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Figure 6.1: The Atacama Cosmology telescope. The telescope is located
inside the large, visible ground screen, which mitigates pickup
of systematic noise from the surrounding terrain from enter-
ing the telescope sidelobes. The structures in the foreground
contain equipment and facilities. Author in the foreground.

Parameter ACT ACT+WMAP ACT+Planck
100Ωbh2 2.153 ± 0.030 2.239 ± 0.021 2.237 ± 0.013
100Ωch2 11.78 ± 0.38 12.00 ± 0.26 11.97 ± 0.13
τ 0.065 ± 0.014 0.061 ± 0.012 0.072 ± 0.012
ns 1.008 ± 0.015 0.9729 ± 0.0061 0.9691 ± 0.0041
ln (1010As) 3.050 ± 0.030 3.064 ± 0.024 3.086 ± 0.024
H0 67.9 ± 1.5 67.6 ± 1.1 67.53 ± 0.56
ΩΛ 0.696 ± 0.022 0.687 ± 0.016 0.6871 ± 0.0078
Ωk −0.003+0.022

−0.014 −0.001+0.014
−0.010 −0.018+0.013

−0.010∑
mν [eV] < 3.1 < 1.2 < 0.54

Neff 2.42 ± 0.41 2.46 ± 0.26 2.74 ± 0.17

Table 6.1: Some results from ACT DR4 release taken from [7]. I have in-
cluded the six cosmological parameters included in Ch. 1 and a
few other beyond-ΛCDM parameters relevant to the cosmology
discussed in that chapter.

there are details about the map making and other analysis and extraction of

cosmological parameters. In each case results are compared with Planck. The

ACT and Planck results for H0 are remarkably similar. See Tab. 6.1 and Fig. 6.2.
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Figure 6.2: ACT DR4 power spectra fit, maximum likelihood. Taken
from [18]. Includes one-sigma error bards and similar fits from
Planck, SPTPol, POLARBEAR, and BICEP2/Keck.

6.2 The Simons Observatory

The Simons Observatory will be located adjacent to the ACT site on Cerro Toco

in the Atacama desert. It will feature a large aperture telescope with a wide

area survey strategy and three small aperture telescopes with smaller fsky as

discussed in Chapter 5. In total, it will deploy over 60,000 transition edge sen-

sors spanning 27 GHz to 285 GHz in center frequency [56]. Observations are

planned to begin in 2021.
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Figure 6.3: A cross-section of the Simons Observatory large aperture tele-
scope design. This design is shared with CCAT-prime. The
entire structure can rotate in azimuth, and the central portion
containing the two mirrors M1 and M2 can rotate about the ele-
vation axis. Light enters the telescope, from the top as oriented
here, and reflects off the 6 meter primary mirror M1, then a 6
meter secondary M2, before entering the large aperture tele-
scope receiver (LATR). Figure is from [64].

These forecasts come from [26]. All Simons Observatory forecasts listed here

include an additional 25% uncertainty in case of as yet undetermined systematic

effects. The forecasts assume that Simons Observatory data will be combined

with Planck data. The Simons Observatory lists both a “Baseline,” or nominal,

value, and a “Goal” value, both of which are discussed here.

The Simons Observatory baseline for
∑

mν is measurement with an uncer-

tainty σ = 40meV and goal σ = 30meV. This could provide the first cosmolog-

ical detection of nonzero neutrino mass if
∑

mν is greater than about 100 meV.
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Figure 6.4: Simons Observatory constraint on the sum of the neutrino
mass

∑
mν. The x-axis is the lightest neutrino mass eigenstate

mlight, and the curves show
∑

mν for both the normal and in-
verted heirarchy. The brown dashed line shows current cos-
mological constraints, and the colored bands show examples
of the Simons Observatory uncertainty when combined with
large scale structure measurements. Figure is from [5].

A sufficiently small
∑

mν would suggest a normal mass hierarchy. These con-

straints will come from a combination of CMB lensing and SZ effect analyses.

The baseline figure for Neff is measurement with an uncertainty σ = 0.07, and

goal σ = 0.05. This uncertainty could rule out with 95% confidence any models

with more than three light non-scalar particles in thermal equilibrium with the

standard model particles, since these must contribute at least 0.047 to Neff. This

constraint will be extracted from a combination of temperature, E-mode, and

lensing power spectra.

Regarding dark energy, the baseline uncertainty for the Hubble constant H0

is σ = 0.04km s−1Mpc−1, with a goal uncertainty of σ = 0.3km s−1Mpc−1, with a

combination of temperature, E-mode, and lensing power spectra. Additionally,
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Figure 6.5: Simons Observatory forecast showing uncertainty on Neff as a
function of resolution and temperature noise for two different
fsky values: fsky = 0.4 (left) and fsky = 0.2 (right). The stars
represent the baseline and goal uncertaintys. Figure is from [5].

lensing and SZ data, when combined with data from LSST [3] will constrain

the amplitude of matter perturbations at z > 1. This parameter, called σ8 for

short, can be used to determine any deviation from a cosmological constant.

The baseline uncertainty for σ8 is 2%, but the goal uncertainty is 1%. Assuming

the model from Eqn. 1.14, the baseline uncertainty on w0 is σ = 0.06 and the

baseline uncertainty on wa is σ = 0.2.

The Simons Observatory forecasts also include dark matter constraints, as-

suming certain models. In the case of ultralight axions with an axion mass

10−26 eV, the axion fraction Ωa/Ωd (fraction of dark matter energy density Ωd that

is axions) has a baseline uncertainty of σ = 0.005. In the case of a dark matter-

baryon interaction, Simons Observatory has baseline forecasts on the scattering

cross section σp. For a 1 MeV dark matter particle, Simons Observatory expects

to place an upper limit on the scattering cross section of 5×10−27cm2; for a 1 GeV

dark matter particle, this upper limit is 3× 10−26cm2. Current upper limits, from
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Figure 6.6: Simons Observatory forecast showing axion fraction Ωa/Ωd as
a function of the logarithm of the axion mass ma. The 1σ uncer-
tainties are shown for both Simons Observatory baseline and
goals, as well as the Planck uncertainties. The calculation as-
sumes fiducial axion fraction is 2% of total dark matter content,
and a neutrino mass of 0.06 eV. Figure is from [5].

Planck, are about an order of magnitude higher.

Finally, Simons Observatory B-mode measurements, combined with large-

scale structure surveys for delensing, will constrain the tensor-to-scalar ratio r

with a baseline uncertainty of σ = 0.003 and a goal uncertainty of σ = 0.002

(assuming r ≈ 0. A non-zero detection of r implies the existence of primordial

B-modes, providing evidence for inflation).

Many other cosmological variables that will be constrained by these mea-

surements are described in [26].

This level of precision is only possible through great telescope sensitivity

due to the large number of on-sky detectors the Simons Observatory will have;
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the large area survey strategy, which overlaps with other, optical surveys; and

the small aperture survey, which will be sensitive to large scale modes in the

CMB power spectra.

6.3 CMB-S4

CMB-S4 represents the next generation of CMB telescopes collectively, beyond

the current CMB stage 3 observatories. CMB-S4 consists of telescopes both in

the Atacama desert and at the south pole. CMB-S4 will need of order 500,000

detectors on the sky in total to achieve its goals, many of which will need to be

deployed on large aperture telescopes [4]. Current CMB-S4 forecasts are pub-

lished in [1].

The CMB-S4 estimates on constraining the tensor-to-scalar ratio r suggest an

uncertainty of order 10−3. This constraint assumes 250,000 detectors dedicated

to a B-mode search over the course of four years. An attempt has been made

to anticipate measurement inefficiencies. Calculating the optimal fsky to target

in the B-mode search is complicated by a delensing requirement; see Fig. 6.7.

Unlike the Simons Observatory, this means that the small aperture and large

aperture strategies must overlap and be optimized together.

Assuming
∑

mν ≈ 58 meV fiducially, CMB-S4 has a target 2σ uncertainty of

σ = 30 meV and a 3σ uncertainty of σ = 20 meV on
∑

mν, with the outlook

improving if
∑

mν is larger. The bottleneck for this measurement is the optical

depth τ, which currently comes from Planck large angular scale E-mode mea-

surements. A cosmic variance limited τ and 2.5 µK-arcmin survey noise would

reduce the
∑

mν uncertainty to σ < 15 meV.
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Figure 6.7: CMB-S4’s forecasted 1σ uncertainty on r as a function of fsky.
The left plot is in the case r = 0, and the right is in the case
r = 0.01. Without delensing, the uncertainty decreases with
larger fsky. Including delensing decreases the uncertainty, but
has less impact at larger fsky, so that the relationship between
the uncertainty on r and fsky is not trivial. Figure is from [1].

The uncertainty on Neff shrinks significantly with a larger fsky survey; see

Fig. 6.8. An fsky of 0.2 brings the uncertainty on Neff below 0.1 with a 1 arcminute

beam. The CMB-S4 collaboration marginalizes this value over the primordial

helium abundance Yp, which is somewhat degenerate with Neff. The phase shift

in the acoustic peaks mentioned in Sec. 1.3.2 will help break this degeneracy.

Combined with Planck data, CMB-S4 expects to constrain the Hubble con-

stant H0 to within an uncertainty of 0.24 km s−1 Mpc−1. Tab. 1.2, which is an

updated form of table 8-1 in [1], also lists uncertainties for the other five ΛCDM

parameters.
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Figure 6.8: CMB-S4’s forecasted uncertainty on Neff marginalized over the
primordial helium abundance Yp (left) and errer bars on Yp

marginalized over Neff (right) as a function of fsky. Calculations
were done with 1, 2, and 3 arcminute beams; in both cases, the
uncertainty decreases with larger fsky and smaller beam size.
These sensitivities are normalized to 1 µK-arcmin for fsky = 0.4,
then scaled proportionally to f 1/2

sky . Figure is from [1].

6.4 CCAT-prime

CCAT-prime will be located on Cerro Chajnantor, at 5600 m elevation; 400 m

higher than ACT. The higher elevation decreases the amount of atmosphere the

instrument has to stare through, improving its sensitivity [15]. It shares a tele-

scope mechanical design with the Simons Observatory LAT, and expects first

light in 2021. CCAT-prime’s detectors will initially span 220-860 GHz, observ-

ing at higher frequencies compared to CMB telescopes like ACT or the Simons

Observatory. These observations are designed to be complementary to other

experiments [8].

The higher frequency CCAT-prime observations will enable different sci-

ence. It will be able to better separate components of the SZ effect, which helps

to constrain science derived from those measurements. It will be particularly
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sensitive to galactic dust emission, so it can be used to improve foreground re-

moval in B-mode searches. It will spectroscopically map the 158 µm [CII] emis-

sion line from star-forming regions to trace large scale density fluctuations and

probe the structure of dark matter. CCAT-prime may provide the first detec-

tion of Rayleigh scattering of the CMB; measurements of this phenomenon may

improve constraints on Neff.

6.5 Conclusion

I have only been able to give a very brief summary of the modern view of the

universe and some of the instrumentation that is used to measure it. Many

critical aspects of these projects are covered in other papers and theses that the

interested reader could pursue.

I have covered a few basics of modern cosmology, and named a few open

questions of interest in Chapter 1. I covered the complicated superconduct-

ing electronics in the next few chapters: multiplexing techniques and transition

edge sensors. These and other cryogenic sensor technologies also have applica-

tions outside of cosmology, such as in X-ray science and national defense. Of

course, the TES testing outlined in Chapter 2 has had a direct influence on the

Simons Observatory final detector design.

Improvements in cosomological measurements depend significantly on im-

proving sensitivity by increasing the number of detectors on the sky. The test-

ing of over 1000 time domain multiplexer chips for Advanced ACTPol led to a

large improvement in the final detector yield. This reduced the uncertainty of

the ACT results referenced in this chapter. To get even more detectors in each ar-
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ray, the µ-MUX method presented in Chapter 4 will be deployed on the Simons

Observatory. Improvements in multiplexing factor like this one are absolutely

necessary to increasing detector count since the physical constraints of the cryo-

genic electronics limit the number of signal lines that can be read out. An alter-

nate detector technology, the kinetic inductance detector, naturally achieves a

similar multiplexing factor as µ-MUX. Kinetic inductance detectors are planned

for deployment on CCAT-prime.

Finally, those detectors must be put to use by pointing them at the sky in

some systematic way, so I covered observing strategies in Chapter 5. The design

strategies covered here are optimized for ground-based surveys of large areas

on telescopes located away from the Earth’s poles. Under other conditions, the

design process for a survey strategy could vary drastically.

The survey strategy of a CMB telescope is directly responsible for the science

that can be extracted from that instrument. The ACT large area survey strategy

developed in Chapter 5 was the first large area strategy deployed on that in-

strument and led to the recent results out of our collaboration. This strategy

will continue to produce results as future seasons of data are analyzed. It also

formed a basis from which the Simons Observatory strategies began develop-

ment, and likely will influence future telescopes. The high observing efficiency,

as well as the Sun and Moon avoidance algorithms, lead to an improvement in

measurement uncertainty by increasing effective integration time on the sky.

This final chapter described some of the upcoming experiments that will use

these techniques. I also covered recent results from ACT, including the mea-

surement of H0 that was enabled by the large area survey strategies. I hope the

work presented here tightens constraints on cosmological science for future tele-
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scopes in addition to the ones that have been presented here. There will likely

be many more such experiments of increasing sophistication far into the future.
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APPENDIX A

SPECIFIC STEPS FOR COMPUTING AN OBSERVING STRATEGY

Here I describe the details of the specific steps implemented to compute an

observing strategy, including what software I ran. I expect these details may not

be relevant to most readers, but will be important for anyone with access to this

software who is trying to reproduce these results.

1. Create each sub-strategy with askans. This is a software package written

by Matthew Hasselfield for creating and analyzing observing strategies

for ACT. An observing strategy could be made entirely in this step, but

for large area strategies like AdvACT’s, I find running the rest of the steps

significantly improves the strategy. In this step, each sub-strategy should

be made to observe at a single elevation and drift, and should fill as much

local sidereal angle as possible without creating conflict between fields.

This software will try to resolve conflicts when they arise, however, but

greater field uniformity can be achieved by merging the fields manually.

2. Merge the sub-strategies with jmerge.py. This takes as input all of

the sub-strategies and cycles between them, changing strategies at 23:00

GMT. This should be done again to create the “alternate” schedule, which

changes the order of the strategies to swap each strategy for its comple-

ment. This alternate schedule will be used for sun and moon avoidance

later.

3. Run fill_gaps_with_alt.py to fill any idle time in the observing

strategy with the alternate strategy. This will improve observing efficiency.

Later, if the sun or moon enter the avoidance radius during one of these

times, the software will try to switch to the alternate schedule but will al-
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ready be running the alternate schedule. This is one reason the trimming

step may be important later. Note that this will not cause any drop in

observing efficiency, since it was idle time only that was filled with the al-

ternate schedule. This step could be skipped if the strategy is already very

efficient, but can help improve efficiency greatly if the schedule is sparse.

4. Apply sun and moon avoidance. There are two separate avoidance pro-

grams, one for the Sun and one for the Moon, that can be applied individ-

ually. There is also a divoidance program that performs Sun avoidance

when the Sun is above the horizon (el=0), and Moon avoidance otherwise.

These programs work by filling any time the sun is within the avoidance

radius with the alternate schedule. All three programs are written in C++

to improve performance, since the entire schedule must be run through

in small time steps and the position of these astronomical objects is calcu-

lated at each time step.

5. Trim the schedules by running the trim programs for the Sun and

the Moon. These programs are designed to remove any observations

where the Sun or Moon are still within some defined radius of the

boresight (I’ve often used 15◦). This is necessary due both to the

fill_gaps_with_alt.py code ran in an earlier step but also since

switching to the alternate strategy is not guaranteed to clear the telescope

of the Sun/Moon, especially if that object is near zenith. Further, it can be

used to trim out time the Moon is within the avoidance radius during the

day, when Moon avoidance is not applied.

6. Run scan_clean.py to generate a final version of the schedule. This

performs two functions. The first is to remove scans that are less than 10

minutes in duration. It takes time at the beginning of each scan for the tele-
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scope to change its pointing direction and re-tune the detectors. Therefore,

particularly short scans are not useful. Secondly, the process of cutting and

merging different schedule files described in the previous steps occasion-

ally introduces instances where two identical scans occur back-to-back,

and scan_clean.py combines these scans into a single scan.

7. Run gaps.py on the final schedule to calculate observing efficiency. This

script also produces a histogram of the distribution of gap durations in the

schedule.

8. Generate hit maps, cross-linking maps, etc.
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APPENDIX B

OPTIMIZING TES INTERFACE CHIP INDUCTANCE ON ADVACT

A TES must be digitally sampled at a finite rate, which introduces aliasing

noise above the Nyquist frequency. It is therefore beneficial to low-pass filter the

circuit above this frequency by introducing an additional inductance on the TES

bias line. This inductance must be carefully chosen not only because it affects

the frequency response of the TES but also because the stability of the TES is

affected by this inductance [36].

AdvACT interface chips have the option of being wired with varying induc-

tances, either adding no additional inductance, 60 nH, or 200 nH [30]. However,

the superconducting traces in the bias line have their own inductance, and the

inductance due to these traces in the deployed array differs from those of the

laboratory TES testing apparatus. Therefore it was necessary to predict the in-

ductance of the bias line traces in order to choose the correct additional induc-

tance on the interface chip.

There are three types of superconducting traces involved: those on the de-

tector wafer, those on the flexible cable connecting the detector wafer to the

readout PCB, and those on the wiring chips that route the signal from the flexi-

ble cable to the interface chip. Each of these types of traces differ geometrically,

but were all assumed to be long, straight, and edge-coupled for the purposes of

this prediction. See Tab. B.1 for the dimensions of each of these types of traces.

Since series inductances are added to yield total inductance, it suffices to cal-

culate the inductance per unit length of each of these traces, multiply by the to-

tal length, and add the three inductance values. To calculate the inductance per
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Type Trace Thickness Trace Width Spacing Material λ

Wiring Chip 200 nm 15 µm 15 µm Nb 39 nm
Flexible Cable 400 nm 50 µm 20 µm Al 16 nm
Detector Wafer 200 nm 5 µm 1 µm Nb 39 nm

Table B.1: Dimensions of each of the types of traces included in the cal-
culation. Each pair of traces was assumed to be long, straight,
and edge-coupled. Thickness and width are the physical dimen-
sions of the trace, and spacing is the pitch between the signal
and return lines. The material the trace is composed of is also
listed, along with its London penetration depth (λ), which af-
fects the inductance calculation.

Trace Type Inductance/Length Length Range Inductance Range
Wiring Chip 8.64 nH/cm 0.9-5 cm 8-47 nH
Flexible Cable 7.12 nH/cm 2 cm 14 nH
Detector Wafer 6.33 nH/cm 1.3 cm 1.3-40 nH
Total 23-100 nH

Table B.2: Result of the FastHenry simulations for each trace type. The
length of the traces varies for each TES on the array, so a range
is given. The range of predicted inductance for each trace type
is given, as well as the total. Values listed are specifically for the
AdvACT high frequency array, but values are similar for the
other AdvACT arrays.

unit length, the software FastHenry [ https://www.fastfieldsolvers.

com ] was used. Each trace type was modeled in a separate simulation as a pair

of traces connected at one end to complete the circuit B.1. Several trace lengths

were simulated, and the slope of a linear regression to inductance as a function

of trace length yielded the inductance per unit length of the trace type. Tab. B.2

shows the results of these simulations. Based on these predictions, no additional

inductance was added at the interface chips for Advanced ACTPol arrays. Time

constant measurements of these arrays suggest a range of inductance consistent

with these predictions (See Fig. B.2).
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Figure B.1: Example rendering of the simulated traces for the wiring chip.
Note one end is connected to complete the circuit. The overall
length was varied. See Tab. B.1 for dimensions of this and other
trace types.
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Figure B.2: Advanced ACTPol “equivalent turns” inductance as measured
on the high frequency (HF) array using 250kHz time constant
data. The red bars show the range of inductances predicted
from the FastHenry simulations. The Advanced ACTPol inter-
face chips can be wire bonded with inductors of 0, 9, or 17 turns
of the inductive coil. In deployment, 0 turns were selected.
The measured inductance is consistent with the inductance of
the superconducting traces. Figure is from Shawn Henderson,
who collected the time constant data.
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Gjerløw, E., González-Nuevo, J., Górski, K. M., Gratton, S., Gregorio, A.,
Gruppuso, A., Gudmundsson, J. E., Hamann, J., Hansen, F. K., Harrison,
D. L., Helou, G., Henrot-Versillé, S., Hernández-Monteagudo, C., Herranz,
D., Hildebrandt, S. R., Hivon, E., Holmes, W. A., Hornstrup, A., Huffen-
berger, K. M., Hurier, G., Jaffe, A. H., Jones, W. C., Juvela, M., Keihänen,
E., Keskitalo, R., Kiiveri, K., Knoche, J., Knox, L., Kunz, M., Kurki-Suonio,
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Maino, D., Mandolesi, N., Mangilli, A., Maris, M., Martin, P. G., Martı́nez-
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A. Höcker, J. Holder, A. Holtkamp, T. Hyodo, K. D. Irwin, K. F. Johnson,
M. Kado, M. Karliner, U. F. Katz, S. R. Klein, E. Klempt, R. V. Kowalewski,
F. Krauss, M. Kreps, B. Krusche, Yu. V. Kuyanov, Y. Kwon, O. Lahav,
J. Laiho, J. Lesgourgues, A. Liddle, Z. Ligeti, C.-J. Lin, C. Lippmann, T. M.
Liss, L. Littenberg, K. S. Lugovsky, S. B. Lugovsky, A. Lusiani, Y. Makida,
F. Maltoni, T. Mannel, A. V. Manohar, W. J. Marciano, A. D. Martin, A. Ma-
soni, J. Matthews, U.-G. Meißner, D. Milstead, R. E. Mitchell, K. Mönig,

142



P. Molaro, F. Moortgat, M. Moskovic, H. Murayama, M. Narain, P. Nason,
S. Navas, M. Neubert, P. Nevski, Y. Nir, K. A. Olive, S. Pagan Griso, J. Par-
sons, C. Patrignani, J. A. Peacock, M. Pennington, S. T. Petcov, V. A. Petrov,
E. Pianori, A. Piepke, A. Pomarol, A. Quadt, J. Rademacker, G. Raffelt, B. N.
Ratcliff, P. Richardson, A. Ringwald, S. Roesler, S. Rolli, A. Romaniouk, L. J.
Rosenberg, J. L. Rosner, G. Rybka, R. A. Ryutin, C. T. Sachrajda, Y. Sakai,
G. P. Salam, S. Sarkar, F. Sauli, O. Schneider, K. Scholberg, A. J. Schwartz,
D. Scott, V. Sharma, S. R. Sharpe, T. Shutt, M. Silari, T. Sjöstrand, P. Skands,
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